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Introduction

In this thesis I will present a measurement of the branching ratio of the decay B0 → D∗−`+ν`

from data collected by the BABAR Experiment. The BABAR Experiment at the PEP-II asymmetric B
Factory has been taking data on the Υ (4S) resonance since 1999, collecting about 260 fb−1 by the
end of 2004.
The physics program of the BABAR experiment is mainly based on measurements of the violation
of the CP symmetry inB mesons in order to test the validity of the CKM approach to CP violation
in the Standard Model of the electroweak interactions.
Various analyses in BABAR measured and are measuring the CKM matrix elements |Vub| and |Vcb|.
Both of them need to be determined more accurately to test the Standard Model, and in this
thesis I study the B0 → D∗−`+ν` decay as a first step towards a measurement of |Vcb|.

The CKM matrix element |Vcb| can be extracted by measuring the differential branching ratio
dB/dq2 of the decay B0 → D∗−`+ν` and its charge conjugated (B0 → D∗+`−ν` ) as a function of
the 4-momentum transfer from the B to the D∗ meson. The Branching ratio B

(

B0 → D∗−`+ν`

)

has been subject to various measurements, but the agreement between them is not so good. One
of these measurements has been performed by BABAR and results to be within two standard
deviations from the world average. The uncertainty on B

(

B0 → D∗−`+ν`

)

measured by BABAR is
dominated by systematic effects, the main contribution comes from the final state reconstruction
in exclusive modes. This fact suggests to measure the B

(

B0 → D∗−`+ν`

)

with a different
technique. The decay D∗± → D0π± has a special kinematics that allows to implement a partial
reconstruction of the D∗ by detecting only the soft pion from its decay. The partial reconstruction
of the D∗ does not require the full reconstruction of the D0 decay chain, therefore the systematic
uncertainties introduced by the reconstruction of the D0 decay products and by the limited
knowledge of the D0 branching ratios do not enter in the final evaluation of the branching
ratio. Moreover, in order to reduce background contamination, the partial reconstruction of
B0 → D∗−`+ν` will be done on the recoil of fully reconstructed B decays. The drawback due to
the small efficiency for fully reconstructing one B meson in the event is compensated by the large
data samples collected at the B Factory, resulting in a competitive measurement, not dominated
by systematical uncertainties.
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In this thesis the D∗ partial reconstruction has been developed for the extraction of the number
of B0 → D∗−`+ν` events in order to measure the B

(

B0 → D∗−`+ν`

)

. A conservative estimate
of the systematic errors has been performed, and a result comparable with the existing measure-
ments of B

(

B0 → D∗−`+ν`

)

has been obtained. The statistical and systematic errors result to be
comparable, however systematics can be reduced by a more detailed approach.

Since in this analysis the lepton reconstruction plays an important role, I will describe also
the upgrade of the muon detector (IFR) of BABAR . The upgrade of the barrel IFR consists of the
replacement of the actual RPCs with LSTs. In summer 2004 two sextants of the barrel have been
replaced, but data collection has not yet started. Data with new muon detector will be used for a
future update of this analysis.

In Chapter 1 the theoretical arguments concerning semileptonic decays and the
B0 → D∗−`+ν` decay will be illustrated. The Prediction of the Heavy Quark Effective The-
ory (HQET) concerning the interested process will be shown, together with the method to extract
the |Vcb| matrix element. The existing measurements of B

(

B0 → D∗−`+ν`

)

and |Vcb| will be also
shown.

The BABAR detector will be described in Chapter 2.

In Chapter 3 the LST project for the barrel IFR upgrade will be illustrated. This includes the
proposal of the upgrade, the R&D performed on LST prototypes, the production of LSTs and the
first performance of the two replaced sextants of the IFR.

In Chapter 4 we illustrate the reconstruction of the events, from the full reconstruction of one
B meson to the partial reconstruction on the recoiling B. Studies of different methods for the soft
pion detection will be illustrated.

In Chapter 5 we will describe the method used for signal extraction and background subtrac-
tion, calculate the B

(

B0 → D∗−`+ν`

)

and evaluate systematic uncertainties. Finally we compare
the result obtained from this analysis with all the existing measurements.

In Chapter 6 we give some conclusions on the obtained results and future perspectives.

Appendix A shows the mathematical derivation of the formula for signal extraction and
background subtraction.
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In appendix B we describe the procedure used to subtract continuum and combinatorial
background.

Notes. In the entire thesis we will refer to the B0 → D∗−`+ν` process by implicitly implying its
charge conjugated process B0 → D∗+`−ν` as well. Throughout this thesis I tried to use consis-
tently natural units ~ = c = 1.
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Chapter 1

The Semileptonic Decay
B0 → D∗−`+ν`

In a semileptonic decay the final state particles include a charged lepton, which is the experimen-
tal signature for a weak process mediated by the W-boson. From a theoretical point of view a
semileptonic decay is relatively simple to study, more simple than an hadronic process, and this
can provide measurements of the fundamental parameters of the standard-model and detailed
studies of decay dynamics [1].
In particular it is possible to understand and measure the weak coupling between different quark
generations, that means to measure the CKM-matrix parameters [2]. It is also possible to ex-
tract information concerning the dynamics of strong interactions, for example form factor of the
hadrons involved in the process[3].
In this thesis we will concentrate our attention to the semileptonic decay B0 → D∗−`+ν` , we will
measure the branching ratio B

(

B0 → D∗−`+ν`

)

as a first step for a future measurement of the
CKM matrix element |Vcb|. A good measurement of the differential branching ratio as a function
of the squared momentum transfered to the lepton pair allows us to extract also the value of CKM
matrix element |Vcb| with small theoretical uncertainty.

1.1 Semileptonic decays and the CKM Matrix

The flavor-changing quark transition in weak processes is taken into account by the Standard
Model using a V − A charged weak current operator J µ that couples to the W -boson, according
to the interaction Lagrangian:

Lint = − g√
2

(

J µW+
µ + J µ†W−

µ

)

(1.1)

where for quark transitions

J µ =
∑

ij

VijJ
µ
ij =

∑

ij

uiγ
µ 1

2
(1 − γ5)Vijdj (1.2)
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where indexes i and j run over the three quark generations, so that the field operators ui (i=1,2,3)
annihilate u, c and t (or create their antiparticles), and the dj annihilate d, s and b. The matrix Vij

mixes the three quarks of charge −e/3 [2], this happens because the quark mass eigenstates are
not the weak eigenstates. A weak charged current process between quarks will be proportional
to the associate matrix element: for example the processes dj → W−ui and ui → W−dj are
proportional to Vij , while uj → W+di and di → W+uj are proportional to V ∗

ij . The matrix Vij is
the CKM matrix that will be described in more detail in the next section.
The coupling of leptons to the W is also governed by a V − A charged current, but the analog
CKM matrix for leptons is the unit matrix, because the neutrino is assumed to be massless in
Standard Model.

In order to obtain the transition amplitude of a meson M into a meson X in the contest
of the semileptonic decay, like a process M → Xlν, the quark and lepton current operator
must be sandwiched between physical states. Concerning the lepton, this calculation gives
directly an expression in terms of Dirac spinors, while for the involved hadrons the situation
is more complicated. The hadronic current cannot be easily evaluated, because the quark are
confined into hadron by strong interaction and nonperturbative effects have important effects
of the physical states. The hadronic current is parametrized with form factors in order to take
into account the structure of the involved hadrons and strong interaction effects. Section 1.3.1
presents a discussion on form factor.

If the energy involved in the process is much less than the W mass, it is possible to ob-
tain a phenomenological form of the decay amplitude by using an approximate form for the
W propagator and the relation GF /

√
2 = g2/(8M2

W ). The amplitude for the semileptonic decay
MQq → Xq′ qlν of a mesonMQq (composed by quarksQq) into a mesonXq′ q (composed by quarks
q
′

q) can be written:
M

(

MQq → Xq′ qlν
)

= −iGF√
2
Vq′QL

µHµ (1.3)

where Lµ and Hµ are respectively the leptonic and hadronic current. The first one can be ex-
pressed in terms of Dirac spinors:

Lµ = ulγ
µ(1 − γ5)vν (1.4)

The hadronic current is related to the matrix element of the operator Jµ given in eq.1.2:

Hµ = 〈X | q′

γµ(1 − γ5)Q |M〉 (1.5)

The hadronic current cannot be calculated in a simple manner, but as we said before, it is possible
to express it in term of form factors. The elements Vq′Q is the magnitude of the the mixing
between quarks q′ and Q.
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In the Standard Model the quark mass eigenstates are not the weak eigenstates, and the CKM
matrix relates these bases. This matrix was defined for six quarks and an explicit parametrization
was given by Kobayashi and Maskawa in 1973 [2]. The CKM matrix is unitary and operates on
three quarks of charge −e/3 (d, s and b):





d
′

s
′

b
′



 =





Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb









d
s
b



 (1.6)

There are several parametrizations of the CKM matrix, the “standard” one [5] utilizes the angles
θ12, θ23, θ13 and a phase δ13:

V =





c12c13 s12c13 s13e
−iδ13

−s12c23 − c12s23s13e
iδ13 c12c23 − s12s23s13e

iδ13 s23c13
s12s23 − c12c23s13e

iδ13 c12s23 − s12c23s13e
iδ13 c23c13



 (1.7)

where cij = cos θij and sij = sin θij for the generation labels i, j = 1, 2, 3. The interpretation
of this parametrization allows the mixing between two generation to vanish when the angles
between these vanishes, for example for θ23 = θ13 = 0 the third generation decouples from the
first two generations and the parametrization reduces to the usual Cabibbo mixing of the first
two generations, where θ12 = θC (the Cabibbo angle).

The matrix elements can be directly measured from decay processes. A good approximation
is c13 = 1 then we can relate elements in eq.1.6 with those in eq.1.7 as follows: Vud = c12,
Vus = s12, Vub = s13e

−iδ13 , Vcb = s23 and Vtb = c23.

In order to emphasize the hierarchy in the size of angles (s12 � s23 � s13) an approximation
of the CKM matrix, due to Wolfenstein [6] is commonly used. In the Wolfenstein parametrization
one sets the parameter λ ≡ s12, and the other elements are written in powers of λ:

V ≈





1 − λ2/2 λ Aλ3(ρ− iη)
−λ 1 − λ2/2 Aλ2

Aλ3(1 − ρ− iη) −Aλ2 1



 + O(λ4) (1.8)

where A, ρ and η are real numbers close to the unity, and can be expressed in term of the matrix
elements in eq.1.6 by the following relations:

|Vcb|
|Vus|2

= A

∣

∣

∣

∣

V ∗
ub

VcdVcb

∣

∣

∣

∣

=
√

ρ2 + η2 (1.9)

Applying the orthogonality condition to the first and third columns in eq.1.6, we obtain a useful
relation between the two smallest elements of the CKM matrix, Vub and Vtd:

VudV
∗
ub + VcdV

∗
cb + VtdVtb∗ = 0 (1.10)
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In the parametrization given in eq.1.8 Vcb, Vcd and Vtb are real, then using Vud ' Vtb ' 1 and
Vcd < 0 we obtain the following relation:

V ∗
ub

|VcdVcb|
+

Vtd

|VcdVcb|
= 1 (1.11)

this relation can be expressed by a triangle in the complex plain, which is commonly referred to
Unitary Triangle. Looking at the second relation in eq.1.9 it is clear that ρ and η are the real and
imaginary components of the first term in eq.1.11.

A

(b)

1

V tdV tb
*

|V cdV cb|
*

V udV ub
*

|V cdV cb|
*

V udV ub
*

V tdV tb
*

V cdV cb
*

β

ρ

η

γ

α

β

γ

α

0

0

(a)

Figure 1.1: The Unitary Triangle. Figure (a) is the representation of equation 1.11 in the complex
plane with the length of the sides indicated in terms of the complex CKM matrix elements. Figure
(b) shows the Unitary Triangle with all sides scaled by V ∗

cbVcd with vertexes (0,0), (1,0) and (ρ, η).
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1.2 Dynamics of the semileptonic decay B0 → D∗−`+ν`

In order to have a qualitative picture of the dynamics of the semileptonic decay B0 → D∗−`+ν`

we can treat a more general case of a semileptonic decay of a pseudoscalar meson P into a vector
meson V ,P → V lν, both composed of an heavy and a light quark [3].

A powerful tool for describing the dynamics is the Dalitz plot, which gives us the probability

Figure 1.2: A Monte Carlo simulation of the Dalitz plot for the process B0 → D∗−`+ν` , using
HQET-based form factors from Neubert [7]. The form factors are largest at high q2, which in-
creases the density of points toward the top of the plot. At a fixed value of q2, the range in lepton
energies from left to right corresponds to the variation of cos θl, where θl is the polar angle of the
lepton in W ∗ rest frame, from -1 to +1 (see Fig.1.3). The increase in density across the Dalitz plot
from left to right can be traced to the cos θl distribution, which is asymmetric due to the V − A
coupling. This coupling enhances the amplitude for the negative-helicity state for W ∗ relative to
the positive-helicity state. Special cases occur at q2

max, where the W ∗ (or the D∗) is unpolarized,
and at q2 = 0, where it is in a pure helicity zero state.

for the different kinematic configuration. Commonly used variables are the squared momentum
transfered to the lepton pair and the energy of the charged lepton in the rest frame of the decaying
meson P :

q2 = m2
W∗ = (pl + pν)

2
= (pP − pV )

2
= m2

P +m2
V − 2mPEV (1.12)

where p are four-momenta, m are masses and E are energies in P rest frame.
For a given lepton energy El, the allowed range for q2 is given by:

(

m2
l ≈ 0

)

≤ q2 ≤ 2mPEl +
2mV El

2El −mP
(1.13)

which defines the boundary of the physical region.
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M
Xθl

l

W

z z

ν

*

Figure 1.3: The polar angle θl is defined in the rest frame of the virtual W ∗ (denoted here as
W ∗), in which the charged lepton and the neutrino are back-to-back. The angle is measured with
respect to the axis z′ pointed opposite to the momentum vector of the daughter meson X (in our
case the D∗). In the M rest frame (M here stands for the B pseudoscalar meson) ~pW∗ = −~pX .
Due to the Lorentz boost between the W ∗ and M(orB) rest frames, leptons with small values of
θl have higher energy in the B rest frame than leptons with large values of θl, at fixed q2.

In order to understand the physics of the decay we have to understand the correlation be-
tween the Dalitz plot variables q2 and El shown in Fig.1.2. The characteristic distributions of
these variables depend on two effects: the dynamics of formation of the hadronic system V and
the spin structure of the decay. Fig.1.3 shows geometry of a semileptonic decay in W ∗ rest frame.

1.2.1 q2 distribution

We start to analyze these effects by looking at the q2 variables. As shown in Fig.1.4 we can look at
two different configurations of the decay, namely at high and low q2. Fig.1.4(a) shows the initial
meson containing an heavy quark and a light spectator quark, as for a B meson.

At high q2 the masses of the daughter heavy meson and of W ∗ take up most of the available
energy, so both V and W ∗ will be nearly at rest: the lepton pair will therefore be produced nearly
back-to-back. This means that the daughter meson receives little or no momentum kick, then this
can be seen as a “zero-recoil” configuration, where EV ≈ mV and q2 = q2max = (mP −mV )2.
Another important effect of the zero-recoil configuration is that the light degrees of freedom 1

between initial and final mesons are almost completely undisturbed. If both initial and final
quarks are heavy compared to ΛQCD

2 , as in b → clν, an heavy static source of color field at the
1The so-called light degrees of freedom is the motion of an heavy quark relative to the spectator light quark and the

gluons as can happens in meson B or D∗

2ΛQCD provides a parametrization of strong coupling constant αs. It has the dimension of a mass and typical value is
≈ 300 MeV.



1.2 Dynamics of the semileptonic decay B0 → D∗−`+ν` 7

l

q

q

q2 = q2
l

ν

ν
q2 = q2

q
min

max

(a)

(b)

(c)

b

c

c

Figure 1.4: Kinematic configuration for the semileptonic decay of a B meson: (a) B meson before
decay; (b) decay configuration for q2 = q2max (zero recoil or w = 1, where the form factors are
largest for producing a D∗ vector meson in the final state; (c) decay configuration for q2 = q2min,
where the form factors are smallest.

center of the initial meson is replaced by a source of color field of a different flavor, but the color
field is unchanged.
Moreover the zero-recoil configuration and the heavy masses of involved quarks (as b and c

quarks) allows us to ignore relativistic effects, and also in this configuration the heavy quarks are
nearly at rest. The later considerations are the basic ideas of the Heavy Quark Effective Theory
(HQET) that we will treat in more details in the next section.

It is clear from the above considerations that the region of phase space around the q2
max
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configuration is quite special. The spectator and the daughter quarks are produced in a state
that has a large overlap with the wave function of an ordinary non-excited meson, thus the
decay rate for processes like B0 → D∗−`+ν` are largest in this configuration and decrease with
q2, or with the increasing of the velocity recoil of the daughter meson. This behavior results
clear also from the Dalitz plot, in fact the density of the events is higher at higher q2, we have to
note that at q2max there is not a peak, because at the maximum value of q2 the phase space vanishes.

At low q2 the lepton and neutrino are nearly parallel and the daughter quark receives a large
kick, then the formation of mesons is less favorable, because gluons have to be exchanged in order
to bound the daughter quark to form a bound state. This situation is more similar to the formation
of jets.

1.2.2 Lepton energy distribution

The lepton energy spectrum is affected by three aspects: (1) the V −A coupling, (2) the quantum
number of the final meson V , and (3) the distribution in q2. See Fig.1.5 for a graphical rappresen-
tation of the following discussions.

V −A coupling

The V − A coupling gives different results in semileptonic decays of b and c quarks. In a process
b → c l− ν and b → u l− ν the produced quarks c and u have predominantly helicity λ = −1/2

in association with a charged lepton that has almost λ = −1/2. The case is different for processes
involving the decay of a quark c, like c → s l+ν and c → d l+ν, where s and d quarks have
predominantly helicity λ = −1/2 in association with a charged lepton with helicity λ = +1/2. A
direct consequence of this behavior is a collinear configuration in which the charged lepton recoils
against the daughter quark and the neutrino. This configuration with highest charged lepton
energy is allowed for b decays, but forbidden for c decays by angular momentum conservation.
Then in the case of b (or b) decays, the lepton energy spectrum peaks at a higher energy than the
neutrino spectrum, while the situation is reversed for c decays.

Quantum number of final meson V

The lepton energy spectrum depends also on the quantum number of the final meson. In fact
different spectra will be obtained from vector meson or from a pseudoscalar meson. In the case of
a pseudoscalar meson the information on the helicity is lost, while in the case of a vector meson,
its spin-1 plays an important role on the energy spectrum. For a vector meson it is more probable
to have an helicity λ = −1 than λ = +1. The W ∗ meson has to be the same helicity of the
meson V , then the predominance of λW∗ = −1 affects the energy spectrum of the charged lepton,
that will be produced with λ = −1/2: the angular distribution of the charged lepton in W ∗ rest
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frame will be (1 + cos θl)
2. The Lorentz boost will typically produce a hard lepton spectrum in

this configuration. Then for the decay processes like B0 → D∗−`+ν` the spectrum of the charged
lepton will be harder than the spectrum of the neutrino.

Figure 1.5: In B semileptonic decay, the V − A coupling at the b → c (or b → u) vertex produces
a c quark that is predominantly helicity λ = −1/2, In the simple model shown here, the helicity
of the meson X is then determined by whether the c quark combines with a spectator quark that
has λ = ±1/2. If X is a spin-zero meson, only λ = +1/2 spectator quarks can contribute. If X has
spin 1, both helicities of spectator quarks contribute, leading to X helicities of λ = 0 and λ = −1,
but not λ = +1. It is easy to see that this V −A effect, combined with overall angular momentum
conservation, results in a harder energy spectrum for the charged lepton than for the neutrino, as
observed in the rest frame of M .

q2 distribution

A direct consequence of a more populated q2 distribution at high q2 is the fact that also El will be
high. This effect is absorbed in the case of a pseudoscalar final meson where P-wave suppresses
high q2. In our case, since the final particle is a vector meson, we will have more probability to
find an event with both high El and q2.

Summarizing our understanding of the Dalitz plot for the processB0 → D∗−`+ν` , we can say
that when q2 is large, the D∗ is very slow and it is unpolarized: λ = -1, 0 and +1 are present with
about the same probability. The W ∗ is also unpolarized, resulting in a uniform cos θl distribution.
The form factor in this region is high. As q2 decreases the λ = −1 component of the D∗ begins to
dominate over the λ = +1 component, this is the cause of the higher probability on the right side
of the Dalitz plot than on the left side. At low values of q2 the lepton and the neutrino are parallel
in the B meson rest frame. This is the situation when recoil of the D∗ is maximum, then both D∗
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and W ∗ are forced into a pure λ = 0 state.
The above discussion is just to give a qualitative description of the semileptonic decay. A more
detailed description of the form factors will be presented in the next section.

1.3 Theory of exclusive semileptonic decays of B0 → D∗−`+ν`

In this section we describe the theoretical approaches used to predict the semileptonic decay
B0 → D∗−`+ν` . We start with the standard parametrizations of the hadronic current in term of
a single form factor. We will discuss briefly some quark models used to predict the form factors,
then we will describe them in terms of HQET [9]. Finally the Isgur-Wise model and its corrections
will be discussed [10].

1.3.1 Structure of hadronic currents

The hadronic current in semileptonic decays has to be constructed from the available four-vectors,
which are momenta and spin-polarization vectors. In order to take into account the internal struc-
ture of the involved hadron the hadronic current has to be parametrized in terms of Lorentz-
invariant form factors.
For the process B0 → D∗−`+ν` each term in the current must be linear in the polarization vector
ε of the vector meson D∗, then the hadronic current will have the following general expression:

〈

D∗(p
′

, ε) |V µ −Aµ|B(p)
〉

=
2iεµναβ

mB +mD∗

ε∗νp
′

αpβV (q2) − (mB +mD∗)ε∗µA1(q
2)

+
ε∗ · q

mB +mD∗

(p+ p
′

)µA2(q
2) + 2mD∗

ε∗ · q
q2

qµA3(q
2)

− 2mD∗

ε∗ · q
q2

qµA0(q
2)

(1.14)

where V µ = q
′

γµQ, Aµ = q
′

γµγ5Q and

A3(q
2) =

mB +mD∗

2mD∗

A1(q
2) − mB −mD∗

2mD∗

A2(q
2) (1.15)

with A0(q
2) = A3(q

2). The terms proportional to qµ play an important role only for l = τ , then
with good approximation we can neglect them and the hadronic current becomes:

〈

D∗(p
′

, ε) |V µ −Aµ|B(p)
〉

=
2iεµναβ

mB +mD∗

ε∗νp
′

αpβV (q2) − (mB +mD∗)ε∗µA1(q
2)

+
ε∗ · q

mB +mD∗

(p+ p
′

)µA2(q
2)

(1.16)

The form factorA1(q
2) andA2(q

2) can be associated with the exchange of a particle with quantum
number JP = 1+, while V (q2) is associated with JP = 1−. A1(q

2) contributes to all three helicity
components of the D∗ meson, A2(q

2) contributes to the helicity-zero component and V (q2) con-
tributes only to the ±1 helicity components.
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As said before the form factors take into account the strong interactions inside the hadron in-
volved in the decays, then form factors have to be calculated in the framework of strong interac-
tions. Several quark-model calculation have been performed to determine form factors. Quark-
model calculations estimate the meson wave function and use it in order to compute the matrix
elements that appear in the hadronic currents. These calculations have been performed at partic-
ular values of q2 (q2 = 0 and q2 = q2max). In a separate step quark-models predict the variation
with q2 of the form factors. These calculations have very large uncertainties, because nonpertur-
bative effects play an important role. Many quark-models as ISGW [10] and WSB [11] have been
developed, but none of these have to be taken too seriously. More interesting and useful are the
form factors obtained from HQET that we will describe in the next subsection.

1.3.2 Heavy Quark Effective Theory

Heavy quark effective theory (HQET) [9] is a theoretical approach in order to analyze hadrons
containing one heavy quark. These theory is used to analyze mesons composed of one heavy and
one light quark, and it is also used to study baryons made of one heavy and two light quarks.
The basic idea of HQET is that the heavy quark inside the hadron moves non-relativistically. The
momentum of the heavy quark (~pQ) has to be balanced by the momentum of the light quark
(~pq), then |~pQ| = |~pq| ≈ ΛQCD, of the order of 10−1 GeV. When mQ >> ΛQCD the heavy quark
behaves essentially like a stationary source of color field. A direct consequence of the heavy
quark limit is the heavy quark symmetry that is useful to study the decay of a meson with one
heavy quark to a meson with another heavy quark of different flavor. In the limit of infinite
heavy quark mass there is no difference between the daughter meson and the decaying one: the
initial heavy quark is replaced by another heavy quark of different flavor, but the magnitude of
the color field as well as the light degrees of freedom between the two mesons are unchanged.
From above consideration it clear that HQET is an useful tool to study the B0 → D∗−`+ν` decay,
where both B and D∗ mesons contain one heavy and one light quark.

In the framework of HQET the appropriate quantity to use instead of q2 is the four-velocity
transfer, since in the heavy quark limit the light quark constituent configuration is not affected by
the replacement of an heavy quark Q(v, s) with another heavy quark Q

′

(v, s
′

). In this approxi-
mation the velocity of the heavy quark is also the velocity of the meson. Then HQET calculations
use the square of the four-velocity transfer (v − v

′

)2 ≈ 2(1 − v · v′

), where v and v
′ are velocity

of the initial and daughter meson respectively. In the rest frame of the initial meson the product
v · v′ is the boost of the final meson, the D∗ in our case:

v · v′

= γD∗ =
1√

1 − βD∗

(1.17)

In literature the product v·v′ is also calledw and it is related to the square of transfered momentum
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as follows:
w ≡ v · v′

=
m2

B +m2
D∗ − q2

2mBmD∗

(1.18)

for the B0 → D∗−`+ν` decay, w has a variation of δw = 0.5, this small range is helpful for the
extraction of |Vcb| from B0 → D∗−`+ν` , as it will appear clear soon.
In term of HQET form factors the hadronic current for the decay B0 → D∗−`+ν` has this form:

〈D∗(v′, ε) |V µ −Aµ|B(v)〉 =
√
mBmD∗ [ihV (w)εµναβε∗νv

′
αvβ

− hA1(w)ε∗µ(w + 1) + hA2(w)vµε∗ · v

+ hA3(w)v′µε∗ · v]

(1.19)

In the heavy quark symmetry limit we obtain [3]:

hV (w) = hA1(w) = hA3(w) = ξ(w) (1.20)

hA2(w) = 0 (1.21)

where ξ(w) is the so called Isgur-Wise [10] function 3 , which can be regarded as the form factor
for the elastic scattering of a meson by a current that gives a kick to the heavy quark. Heavy
quark symmetry provides the relation 1.21, but it cannot provide the variation of ξ(w) with w.
Of great importance for measuring |Vcb| is the results at zero recoil (w = 1), where the Isgur-Wise
function is equal one: ξ(1) = 1.

In the heavy quark symmetry the standard form factors of eq.1.14 are related to the HQET
form factors by the following expression [3]:

V (q2) = A2(q
2) =

A1(q
2)

[

1 − q2

(mB+mD∗ )2

] = R∗−1ξ(w) (1.22)

where the constant R∗ is:
R∗ =

2
√
mBmD∗

mB +mD∗

(1.23)

In the framework of HQET a particular parametrization of the ratios between form factors can be
defined as follows [3]:

hA1 (w)

hA1 (1) = 1 − ρ2
hA1

(w − 1) (1.24)

R1(w) = hV (w)
hA1 (w) = R1(1) (1.25)

R2(w) =
hA3 (w)+

mD∗

mB
hA2

hA1 (w) = R2(1) (1.26)

This description has 3 free parameters: ρ2
hA1

, R1(1) and R2(1). A more theoretical driven
parametrization provided by Caprini et al. [13], involving unitary constraints and dispersive

3The Isgur-Wise function can be seen also as a common form factor for decays into pseudoscalar and vector mesons:
as a consequence of the heavy quark symmetry, the pseudoscalar and vector mesons are in the same HQET multiplet.
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bounds, gives:

hA1(w)

hA1(1)
= 1 − 8ρ2

hA1
z + (53ρ2

hA1
− 15)z2 − (231ρ2

hA1
− 91)z3 (1.27)

R1(w) = 1.27− 0.12(w − 1) + 0.05(w − 1)2 (1.28)

R2(w) = 0.80 + 0.11(w − 1) − 0.06(w − 1)2 (1.29)

where the variable z is related to w by:

z =

√
w + 1 −

√
2√

w + 1 +
√

2
(1.30)

the slope ρ2
hA1

has the same meaning in both parametrizations, and it is the slope of the function
hA1(w)/hA1(1) versus w evaluated at w = 1.
The above parametrizations are needed in order to compute corrections due to the departure from
heavy quark symmetry. Concerning the B0 → D∗−`+ν` decay we have to point out that a typical
value for w − 1 ≈ 0.25, gives small variations from the unity of the ratios.

1.3.3 The Isgur-Wise Function

As seen before, the heavy quark symmetry relates various form factors to the Isgur-Wise function
ξ(w), but HQET cannot predict the variation of ξ with w. In order to predict that it is neces-
sary to use nonperturbative methods like lattice QCD or QCD sum rules, since the Isgur-Wise
function describes long-range and soft-gluon interaction inside the hadrons. Concerning the
B0 → D∗−`+ν` decay the small range of w (from 1 to 1.5) allows to express ξ in Taylor expan-
sion around w = 1:

ξ(w) ≈ 1 − ρ2(w − 1) + O(w − 1)2 (1.31)

This approximation it is expected to work well in the range of variation of w, and the resulting
function is characterized primarily by the slope ρ. Other forms for Isgur-Wise function are dis-
cussed in literature [3], but experimentally it is very difficult to distinguish among such forms,
because the range of w is very small.
The slope ρ2 is difficult to calculate, it has to be positive and it is expected to range roughly be-
tween 0.5 and 2.0. Various predictions of ρ2 have been calculated from different authors, but it is
not simple to compare all results.
The Isgur-Wise function will be discussed in next section concerning the measurement of |Vcb|.

1.3.4 Decay distribution of B0 → D∗−`+ν`

The B0 → D∗−`+ν` decay where the D∗ decays into D0π+ is described by four independent vari-
ables: q2 or w and the angles shown in Fig.1.6. The angle θl is measured in the W ∗ rest frame
between the lepton and the opposite of the direction of the D∗ in the B rest frame. The angle θV
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ν π

χ

D
θVW D*

B

θl

l

z

Figure 1.6: Definitions of the angles θl, θV (≡ θD∗) and χ in the decay B0 → D∗−`+ν` . The lepton
and the neutrino are drawn back to back because they are shown in the W ∗ rest frame. Similarly,
the D and the π are shown in the D∗ rest frame. The angle θl is thus measured in the W ∗, while
θV is measured in the D∗ rest frame. The azimuthal angle χ is measured between the W ∗ and the
D∗ decay planes.

is measured in the D∗ rest frame between the D0 and the direction of the D∗ in the B rest frame.
The angle χ is the azimuthal angle between the projection of the momenta of the lepton and the
D0 in the plane perpendicular to the decay axis. The differential decay rate for B0 → D∗−`+ν`

,D∗ → D0π+ can be expressed in terms of these four kinematic variables q2, θl, θV and χ as [3]:

dΓ(B → D∗lν,D∗ → D0π+)

dq2d cos θV d cos θldχ
=

3

8(4π)4
G2

F |Vcb|2
|~pD∗ |q2
m2

B

B(D∗ → D0π+)

× {(1 − cos θl)
2 sin2 θV |H+(q2)|2

+ (1 + cos θl)
2 sin2 θV |H−(q2)|2

+ 4 sin2 θl cos2 θV |H0(q
2)|2

− 4 sin θl(1 − cos θl) sin θV cos θV cosχH+(q2)H0(q
2)

+ 4 sin θl(1 + cos θl) sin θV cos θV cosχH−(q2)H0(q
2)

− 2 sin2 θl sin
2 θV cos 2χH+(q2)H−(q2)}

(1.32)

where |~pD∗ | is evaluated in the B rest frame and is a function of q2, see eq.1.38. Since the B meson
has spin zero, the D∗ and W ∗ must have the same helicity, then the amplitude for helicities 0,+1
and -1 are proportional to H0(q

2), H+(q2) and H−(q2) respectively.
It is easy to understand the origin of most terms in eq.1.32. For example, the angular depen-
dence of the |H+(q2)|2 coefficient comes from the helicity state λW∗ = +1, then the decay angular
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distribution of the charged lepton in the W ∗ rest frame is proportional to the Wigner d-function:

d1
λW∗ ,λl−λν

(θl) =
1

2
(1 − cos θl) (1.33)

Since λD∗ = +1, the angular distribution of the D0 meson in the D∗ rest frame is given by

d1
λD∗ ,λD−λπ

(θV ) =
1√
2

sin θV (1.34)

The helicity amplitudes can be expressed in terms of the set of form factor defined in HQET as
follows:

H0(w) = (mB −mD∗)

√

mBmD∗

q2(w)
(w + 1)hA1(w)

[

1 +

(

w − 1

1 − r

)

(1 −R2(w))

]

(1.35)

and

H±(w) = (mB −mD∗)

√

mBmD∗

q2(w)
(w + 1)

× hA1(w)

√
1 − 2wr + r2

1 − r

[

1 ∓
√

w − 1

w + 1
R1(w)

] (1.36)

where r = mD∗/mB , the terms w ± 1 are related to q2 by

w ± 1 =
(mB ±mD∗)2 − q2

2mBmD∗

(1.37)

By looking at this formula it is clear that for w → 1, H0 and H± are governed by hA1(w). Also the
tri-momentum |~pD∗ | can be expressed in terms of w by the relation:

|~pD∗ | = mD∗

√

w2 − 1 (1.38)

The differential decay rate given by eq.1.32 can be integrated over cos θl, cos θV and χ in order
to obtain the differential decay rate in terms of q2, and therefore w, from which it is possible to
measure the CKM matrix element |Vcb|, as we will discuss in the next section.

1.4 The determination of |Vcb| with B0 → D∗−`+ν` decay

The magnitude of the CKM matrix element |Vcb| can be measured in three different ways,
using: (1) the inclusive semileptonic rate; (2) the total rates for exclusive b → clν process like
B0 → D∗−`+ν` ; or (3) the partial rate for B0 → D∗−`+ν` in the region of phase space where the
D∗ has very low momentum in the B rest frame. The first method has the advantage that the
inclusive semileptonic branching fraction and the B meson lifetimes are measured very well,
but theoretical uncertainties play an important role; recent measurements of the moments of
the lepton and hadronic invariant mass spectra [16] give reduced theoretical uncertainties. The
second method needs the integration over all range of q2, this means that a good knowledge of
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the variation of form factors with q2 is needed. The third method allows to use the powerful
heavy quark symmetry, giving a more reliable extraction of |Vcb|. Here we will discuss this third
method, because it is our idea to follow this path in order to measure the element |Vcb|.

In order to treat the decay rate in a limited region of w we have to integrate the differential
decay rate eq.1.32 over cos θl, cos θV and χ, obtaining the following expression:

dΓ(B → D∗lν)

dw
=

G2
F

48π3
m3

D∗(mB −mD∗)2
√

w2 − 1(w + 1)2

×
[

1 +
4w

w + 1

1 − 2wr + r2

(1 − r)2

]

|Vcb|2F2(w)

(1.39)

The function F(w) is the product F(w) = ηAξ̂(w), where ηA = 0.985± 0.015 is a QCD correction
[8], and ξ̂(w) is a form factor which becomes equal to Isgur-Wise function in the heavy quark
limit, and it can be written as an expansion in w as ξ(w). The form factor ξ̂(w) is related to hA1(w)

by the expression:

ξ̂2(w) =

∑

i |H̃i(w)|2
[

1 + 4w
w+1

1−2wr+r2

(1−r)2

]η−2
A |hA1(w)|2 (1.40)

where H̃i(w) are related to Hi(w) by:

H̃i(w) =
Hi(W )

(mB −mD∗)
√

mBmD∗

q2(w) (w + 1)hA1(w)
(1.41)

Concerning the extraction of |Vcb| from eq.1.39 the idea is to measure the branching fraction at
a certain value of w, at which F(w) is well known. In the zero recoil configuration (w = 1)
the heavy quark symmetry allows to calculate the correction from the departure of F(1) from
the unity. Concerning the B0 → D∗−`+ν` decay the first-order correction to F(1) vanishes as a
consequence of Luke’s Theorem [12], then the leading correction are of the order (ΛQCD/mb)

2,
(ΛQCD/mc)

2. The value of F(1) is known theoretically to about 5% level [14]:

F(1) = 0.913± 0.042 (1.42)

Recently new results for F(1) [15] have been obtained with lattice QCD calculations, giving a
result compatible with eq.1.42, but with smaller uncertainty:

F(1) = 0.919+0.030
−0.035 (1.43)

This result is obtained after applying a QED correction of +0.007 which reduces the uncertainty
to 4%. The basic idea to determine |Vcb| is to measure the differential branching fraction of
B0 → D∗−`+ν` to extrapolate the product F(w)|Vcb| at w = 1 and then use the known value
of F(1). In the next section we will discuss the existing measurements of |Vcb|.
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Many experiments measured the B0 → D∗−`+ν` branching fraction and the F(1)|Vcb|. The ex-
isting measurements of B

(

B0 → D∗−`+ν`

)

are eight as shown in Fig.1.7(a). The χ2/dof of all
these measurements is marginal. The existing BABAR measurement has been obtained from an
exclusive analysis [20]. Measuring the B

(

B0 → D∗−`+ν`

)

by using a different approach is an
important cross-check of the existing results.
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2 4 6

ALEPH 
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 0.42± 0.23 ±4.72 

CLEO 
 0.39± 0.19 ±6.22 

DELPHI (excl)
 0.47± 0.22 ±5.80 
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  2.1±  1.8 ±38.8 

BABAR  
  1.6±  0.3 ±35.3 

Average 
  0.9±37.7 
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(a) (b)

Figure 1.7: (a) All existing measurements of the branching fraction B
(

B0 → D∗−`+ν`

)

[23]. (b)
All existing measured values of F(1)|Vcb| [23].

Measurements of the product F(w)|Vcb| as a function of w have been performed at the Υ (4S)

by the CLEO [18], BELLE [19] and BABAR [20] Collaborations; the results are shown respectively
in Fig.1.8(a), (c) and (b). In Fig.1.7(b) all the existing measured values of F(1)|Vcb| are reported.
In order to combine the published data, the central values and errors of F(1)|Vcb| and ρ2 (4) are
rescaled to the same set of form factors input parameters and their quoted uncertainties. The
F(1)|Vcb| values used for this average are extracted using the parametrization adopted by the
latest B0 → D∗−`+ν` CLEO analysis [18] based on the CLEO experimental determination of the
form factor ratios R1 and R2 [17]. The LEP data, which originally used theoretical values for
these ratios, are rescaled accordingly. The averaging procedure [21] takes into account statistical
and systematic correlation between F(1)|Vcb| and ρ2.

4defined as the slope of the form factor at zero recoil.
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Figure 1.8: (a) CLEO 2002 [18] latest result on F(w)|Vcb|. CLEO analysis use B0 → D∗−`+ν` (blue
triangle) and B± → D∗0l±ν (red triangle) data sample. The result of their fit if F(1)|Vcb| =
(4.31 ± 0.13(stat) ± 0.18(syst)) × 10−2 and using the value F(1) in 1.42 they extracted |Vcb| =
(4.69 ± 0.14(stat) ± 0.20(syst) ± 0.18(theor)) × 10−2. (b) BABAR 2004 [20] result on F(w)|Vcb|
using only the decay B0 → D∗−`+ν` . Using the value F(1) in 1.43 they extracted |Vcb| = (3.87±
0.03(stat)±0.17(syst)+1.5

−1.3(theor))×10−2. (c) BELLE result [19] on F(w)|Vcb| using only the decay
B0 → D∗−`+ν` and its charge-conjugate. The result of their fit if F(1)|Vcb| = (3.358± 0.19(stat)±
0.18(syst)) × 10−2 and using the value F(1) in 1.42 they extracted |Vcb| = (4.19 ± 0.45(stat) ±
0.53(syst)± 0.30(theor)) × 10−2. Their notation adopts y instead of w.

Averaging the corrected measurements the PDG [4] quotes:

F(1)|Vcb| = (38.2 ± 0.5± 0.9)−3 (1.44)

ρ2 = 1.56± 0.05± 0.13 (1.45)

The error ellipses for the corrected measurements and for the world average are shown in Fig.1.9
[23]. Using the value for F(1) = 0.91 ± 0.04 [22], PDG [4] calculates |Vcb| from exclusive semilep-
tonic B0 → D∗−`+ν` to be:

|Vcb| = (42.0± 1.1exp ± 1.9theo) × 10−3 (1.46)
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Figure 1.9: The error ellipses for the corrected measurements and world average for F(1)|Vcb|
versus ρ2. The ellipses are obtained from product between the 1 σ error of F(1)|Vcb|, ρ2 and the
correlation between the two [23].
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Chapter 2

The BABAR detector

2.1 Introduction

The PEP-II B Factory[24] is an asymmetric e+e− collider designed to operate at a luminosity of
3 × 1033 cm−2s−1 and beyond at a center-of-mass energy of 10.58 GeV, the mass of the Υ (4S)

resonance (see figure 2.1). This resonance decays almost exclusively into B0B0 or B+B− pairs
and thus provides an ideal laboratory for the study of B mesons. In PEP-II, the electron beam
of 9.0 GeV collides head-on with the positron beam of 3.1 GeV resulting in a boost to the Υ (4S)

resonance of βγ = 0.56. This boost makes it possible to reconstruct the decay vertices of the
two B mesons and to determine their relative times. One can therefore measure the decay time
dependence of decay rates. The crucial test of CP invariance is a comparison of these rates for
B0 and B0 to a CP eigenstate. Experimentally this requires events in which one B meson decays
to a CP eigenstate is fully reconstructed and the other B meson is tagged as B0 or as B0 by its
decay products, a charged lepton, a charged kaon or a D∗ decay. The very small branching ratios
of B mesons to CP modes, typically 10−4, and the need for full reconstruction of final states with
two or more charged particles and several π0 plus the tagging of the second B place stringent
requirements on the detector.

2.1.1 Physics requirements

Several requirements are needed to achieve the goal of performing accurate CP violation mea-
surements:

• a large and uniform acceptance, in particular down to small polar angles relative to the
boost direction, to avoid particle losses;

• excellent detection efficiency for charged particles down to 60 MeV and for photons to
25 MeV;

• high momentum resolution to separate small signals from background;
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Figure 2.1: The first four S-wave Υ resonances shown with the hadronic cross section versus
center-of-mass energy/c2 in the Υ mass region. The Υ (4S), at 10.58 GeV/c2, is the third radial
excitation of the ground state. It has sufficient mass to decay into B0B0 and B+B− pairs, which
results in its larger width. Note the difference in resonance amplitude between the Υ (4S) and the
lower resonances and the significant continuum background. The continuum events underneath
the Υ (4S) typically have a two-jet topology, which allows them to be distinguished from the much
more isotropic distribution of tracks in the Υ (4S) → BB decays.

• excellent energy and angular resolution for the detection of photons from π0 and radiative
B decays in the range from 25 MeV to 4 GeV;

• very good vertex resolution, both transverse and parallel to the beam;

• identification of electrons and muons over a range of momentum, primarily for the detection
of semi-leptonic decays used to tag the B flavor and for the study of semi-leptonic and rare
decays;

• identification of hadrons over a wide range of momentum for B flavor tagging as well as
for the separation of pions from kaons in decay modes like B0 → K±π∓ and B0 → π+π−

as well as in charm meson and τ decays;

• a highly efficient, selective trigger system with redundancy so as to avoid significant signal
losses and systematic uncertainties;
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Figure 2.2: PEP-II delivered and BABAR -recorded integrated
luminosity in RUN1 and RUN4 (from October 1999 to July
2004).

To reach the desired sensitivity
for the most interesting mea-
surements, data sets of some
108 B mesons will be needed.
For the peak cross section at
the Υ (4S) of 1.1 fb this will
require an integrated luminosity
of some 200 − 500 fb−1 which
starts to be compatible with the
actual BABAR recorded luminos-
ity shown in Fig.2.2. Targeting
to collect such a huge amount
of data requires the collider to
work with few interruptions or
shutdown periods. The main
requirements for the B-factory
are then:

• low noise electronics and data acquisition systems of high flexibility and operational stabil-
ity;

• high degree of reliability of components and frequent monitoring and automated calibra-
tions, plus control of the environmental conditions to assure continuous and stable opera-
tion;

• an on-line computing and network system that can control, process, and store the expected
high volume of data;

• detector components that can tolerate significant doses of radiation and operate under high
background condition.

2.2 PEP-II

PEP-II is an e+e− storage ring system designed to operate at a center of mass energy of 10.58 GeV,
corresponding to the mass of the Υ (4S) resonance. The parameters of these energy asymmetric
storage rings are presented in table 2.1. PEP-II has surpassed its design luminosity, both in terms
of the instantaneous and the integrated daily luminosity, with significantly fewer bunches than
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Figure 2.3: PEP-II overview.

anticipated. PEP-II typically operates in a series of 40 minutes fills during which the colliding
beams coast. At the end of each fill, it takes about three to five minutes to replenish the beams
for the next fill. After a loss of the stored beams, it takes approximately 15 minutes to refill the
two beams. BABAR divides the data into runs, defined as periods of about two hours duration or
less during which beam and detector conditions are judged to be stable. While most of the data
are recorded at the peak of the Υ (4S) resonance, some 11% are taken 40 MeV below to allow for
studies of the non-resonant background 1.
In order to reduce the dead time due to refill the beams a new approach to keeping the rings full
was adopted at the beginning of December 2003, known as trickle injection. The trickle injection
scheme in the positron ring adds tiny pulses of particles as soon as the buckets begin to be de-
pleted, maintaining the beam at full brightness around the clock. This approach has a double
advantages for data taking: the collision rate does not fall off and, since the detector is desensi-
tized for much less time, it can record up to 20%-30% more events.

1mostly from e+e− → qq or e+e− → `+`− .
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Parameters Units Design Typical
Energy HER/LER GeV 9.0/3.1 9.0/3.1
Current HER/LER A 0.75/2.15 1.0/1.7
# of bunches 1658 553-829
Bunch spacing ns 4.2 6.3-10.5
σx µm 110 147
σy µm 3.3 5.6
σz mm 9 9
Luminosity pb−1/day 135 ∼ 500

Table 2.1: PEP-II beam parameters; values are given both for design and typical colliding beam
operation in the first year. HER and LER refer to the high energy e− and low energy e+ ring,
respectively. σx, σy and σz refer to the horizontal, vertical, and longitudinal r.m.s. size of the
luminous region.

2.2.1 Interaction region

PEP-II collides the bunches head-on to avoid the coupling of transverse and longitudinal modes
caused by the crossing angle which can limit its luminosity. The energy asymmetry allows to
separate the beams magnetically but it is not possible to use different focusing optics for the
two beams. The higher energy beam (HER) has indeed more focusing than the other with equal
currents, that would result in an asymmetric focusing. To compensate this and obtain a symmetric
focusing, the lower energy beam has been designed to have a higher current. It is usually more
difficult [25] to obtain a high current electron beam with respect to a positron beam because the
positive ions that remain in the beam pipe are attracted by the electron beam and can generate
orbit instabilities. This is indeed the reason why the electron beam has been chosen to have the
lower current (and the higher energy). However PEP-II experts [25] claim that with the present
working conditions the positron beam (the one with higher current) becomes instable at high
currents because of a multiplication effect of electrons extracted from the walls of the beam pipe.
The large beam currents and the necessity to separate closely-spaced bunches as close as possible
to the interaction point (IP), tightly couple the issues of detector design, interaction region layout,
and remediation of machine induced background. The bunches are separated magnetically in the
horizontal plane by a pair of dipole magnets (B1), followed by a series of offset quadrupoles. The
tapered B1 dipoles, located at ±21 cm on either side of the IP, and the Q1 quadrupoles operate
inside the field of the BABAR solenoid, while Q2, Q4, and Q5, are located outside or in the fringe
field of the solenoid. The interaction region is closed by a water-cooled beam pipe consisting of
two thin layers of beryllium (0.83 mm and 0.53 mm) with a 1.48-mm water channel in between.
To attenuate synchrotron radiation, the inner surface of the pipe is gold-plated (approximately
4 µm). In addition, the beam pipe is wrapped with 150 µm Ta foil on either side of the IP, i.e.,
beyond z = +10.1 cm and z = −7.9 cm. The total thickness of the central beam pipe section
at normal incidence corresponds to 1.06 % of a radiation length. The beam pipe, the permanent
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magnets and the Silicon Vertex Tracker (SVT) are assembled and aligned and then enclosed in a
4.4-m long support tube. This rigid structure is inserted into the BABAR detector, spanning the IP.

2.3 Luminosity, Beam Energies and Position

The beam parameters that are most critical for the BABAR data analysis are the luminosity, the
energies of the two beams and the position and size of the luminous region.

2.3.1 Luminosity

While PEP-II uses a high-rate process by sampling radiative Bhabha scattering to provide a fast
relative measurement of the luminosity for machine operations, BABAR derives the absolute lu-
minosity off-line from other QED processes. The best result is obtained from µ+µ− pairs. For
a sample of 1 fb−1, the statistical error is 1.3 % compared to a systematic error of 0.5 % on the
relative, and 1.5 % on the absolute value of the luminosity. This error is currently dominated by
uncertainties in the Monte Carlo generator and the simulation of the detector. It is expected that
with a better understanding of the efficiency the overall systematic error on the absolute value of
the luminosity can be reduced by a factor two [26].

2.3.2 Beam Energies

During operation, the mean energies of the two beams are calculated from the total magnetic
bending strength (including the effects of off-axis quadrupole fields, steering magnets, and wig-
glers) and the beam orbits. While the systematic uncertainty in the PEP-II calculation of the ab-
solute beam energies is estimated to be 5 − 10 MeV, the relative energy setting for each beam is
accurate and stable to about 1 MeV [25]. The energy spread of the LER and HER is 2.3 MeV and
5.5 MeV [25], respectively. To ensure that data are recorded close to the peak of the Υ (4S) reso-
nance, the observed ratio of BB enriched hadronic events to lepton pair production is monitored
on-line. At the peak of the resonance, a 2.5 % change in the BB production rate corresponds to
a 2 MeV change in the c.m. energy, a value that is close to the tolerance to which the energy of
PEP-II can be held. However, a drop in the BB rate does not distinguish between energy settings
below or above Υ (4S) peak. The sign of the energy change must be determined from other indi-
cators. The best monitor and absolute calibration of the c.m. energy is derived from the measured
c.m. momentum of fully reconstructedB mesons constrained with the known B meson mass. An
absolute error of 1.1 MeV can be obtained for an integrated luminosity of 1 fb−1. This error is
equally limited by the knowledge of the B mass [27] and the detector resolution.
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2.3.3 Beam Size and Position

The size and position of the luminous region are critical parameters for the time-dependent anal-
yses2 and their values are monitored continuously on-line and off-line. The design values for the
size of the luminous region are presented in table 2.1 above. The vertical size is too small to be
measured directly. It is inferred from the measured luminosity, the horizontal size, and the beam
currents; it varies typically by 1-2 µm. The transverse position, size and angles of the luminous
region relative to the BABAR coordinate system are determined by analyzing the distribution of
the distance of closest approach to the z-axis of the tracks in well measured two-track events as a
function of the azimuth φ. The longitudinal parameters are derived from the longitudinal vertex
distribution of the two tracks. The uncertainties in the average beam position are of the order of
a few µm in the transverse plane and about 100 µm along the collision axis. Run-by-run vari-
ations in the beam position are comparable to these measurement uncertainties, indicating that
the beams are stable over the period of a typical run. The measured horizontal and longitudinal
beam sizes, corrected for tracking resolution, are consistent with those measured by PEP-II.

2.4 Detector overview
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Figure 2.4: Amount of material (in units of ra-
diation lengths) which a high energy particle,
originating from the center of the coordinate
system at a polar angle θ, traverses before it
reaches the first active element of a specific
detector system.

The BABAR detector (Fig.2.5) has been designed
and built by a collaboration of about 600 physi-
cists of 75 institutions from 10 countries and in-
stalled at SLAC in Fall 1998. First data with PEP-
II colliding beams were collected in May 1999.
The BABAR superconducting solenoid which pro-
duces a field of 1.5 T axial magnetic field contains
a set of nested detectors: a five layers Silicon Ver-
tex Tracker (SVT), a central Drift Chamber (DCH)
for charged particles detection and momentum
measurement, a quartz-bar Čerenkov radiation
detector (DIRC) for particle identification, and a
CsI crystal electromagnetic calorimeter for detect-
ing photons and electrons. The calorimeter has
a barrel and an endcap which extends it asym-
metrically into the forward direction (e− beam
direction), where many of the collision products
emerge. All the detectors located inside the mag-
net have full acceptance in azimuth.

2or whenever a primary decay vertex is evaluated with the beam-spot constraint.
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Figure 2.5: BABAR detector front view (top) and side view (bottom).
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The flux return outside the cryostat is composed of 18 layers of steel, which increase in thick-
ness outwards, and are instrumented with 19 layers of planar RPCs in four sextants and with
12 layers of LSTs in the other two sextants in the barrel and 18 layer of RPCs in the end-caps.
The RPCs/LSTs allow the separation of muons and charged hadrons, and also detect penetrating
neutral-hadrons. Since the average momentum of charged particles produced in B meson de-
cay is less than 1 GeV, the errors on the measured track parameters are dominated by multiple
Coulomb scattering, rather than the intrinsic spatial resolution of the detectors. Similarly, the de-
tection efficiency and energy resolution of low energy photons are severely impacted by material
in front of the calorimeter. Thus, special care has been given to keep the material in the active
volume of the detector to a minimum. Figure 2.4 shows the distribution of material in the various
detector systems in units of radiation lengths. Specifically, each curve indicates the material a
particle traverses before it reaches the first active element of a specific detector system.

2.5 Tracking system

The BABAR tracking system is composed by two different components: the silicon vertex tracker
(SVT) and the drift chamber (DCH).

2.5.1 Silicon vertex detector

(a) (b)

Figure 2.6: (a) SVT schematic front view, (b) SVT side view.

The silicon vertex tracker (SVT) is used to measure B meson decay vertices. Given the
very high resolution achieved on z coordinate (∼ 110 µm) this system has the main role in CP

asymmetries studies; moreover this is the only detector that can track charged particles with
low transverse momentum (pT < 120 MeV), that have not enough energy to enter and be de-
tected in the DCH. The SVT layout has been optimized by considering the limitations due to the
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PEP-II geometry near the interaction region, namely from the two B1 permanent magnets that
split the beam after the collisions. The SVT is the innermost detector and a large technological
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Figure 2.7: SVT single hit resolution (inner layer) as
a function of track incidence angle.

effort has been put in place in order to
make it as radiation hard as possible and,
at the same time, with minimum mate-
rial thickness, in order to reduce multiple
scattering. The structure is based on 52
double faced silicon modules, read by low
noise front-end electronics. These modules
are organized in 5 radial layers: the first
three are dedicated to tracking and vertex
reconstruction, while the other remaining
two are contributing to low energy particle
tracking (Fig.2.6). Modules are placed on a
carbon-fiber conic structure placed around
B1 permanent magnets and beam-pipe. All
the SVT and accelerator focusing elements
are kept inside a beryllium support that is directly bound to the beam-line mechanical structure.
The amount of radiation absorbed by silicon is constantly monitored by a 12 photodiodes system
placed nearby the first SVT layer. The SVT acceptance in the polar angle θ is limited by beam-line
elements and is −0.87 < cos θlab < 0.96.

2.5.2 Drift chamber (DCH)

The Drift Chamber (DCH) is the main tracking device for charged particles with transverse mo-
menta pT above ∼ 120 MeV, providing the measurement of pT from the curvature of the particle
traversing the 1.5 T magnetic field. For low momentum particles, the DCH provides particle
identification by measurement of ionization loss (dE/dx). For the helium-isobutane gas mixtures
under consideration, a resolution of around 7 % has been attained for the dE/dxmeasurement, al-
lowing π/K separation up to 700 MeV. This capability is complementary to the DIRC in the barrel
region, while in the extreme backward and forward directions where there is no dedicated parti-
cle identification device, it is the only available device for particle identification. The DCH also
allows the reconstructions of secondary vertices, such as decays of K0

S
outside the silicon detector

volume. For this purpose, the chamber is able to measure not only the transverse coordinate, but
also the longitudinal position of tracks with good (∼ 1 mm) resolution. Good z resolution also
aids in matching DCH and SVT tracks, and in projecting tracks to the DIRC and the calorimeter.
Finally, single cell hit information is used for the first level trigger. The Drift Chamber, illustrated
in Fig.2.8, consists of a 280 cm-long cylinder with an inner radius of 23.6 cm and an outer radius
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Figure 2.8: BABAR Drift Chamber side view.

of 80.9 cm. The DCH is located within the volume inside the DIRC and outside the PEP-II support
tube. The center of the chamber is displaced forward by 36.7 cm to improve the forward track
length, given PEP’s asymmetric boost.

The drift system consists of 7104 hexagonal cells (figure 2.9(a)), approximately 1.8 cm wide
by 1.2 cm high, arranged in 40 concentric layers between a radius of 25.3 and 79.0 cm. The active
volume provides charged particle tracking over the polar angle range −0.92 < cos θlab < 0.96. The
40 layers are grouped into 10 superlayers3 of 4 layers each, organized with the same orientation
for sense and field wires within a given superlayer. Superlayers alternate in orientation, first axial,
then a small stereo positive angle, followed by a small stereo negative angle in order to measure
also the z coordinate. All superlayers participate in the L1 track finding.
Single cells are made of a tungsten central sense wire working at 1900÷ 1960 V, surrounded by 6

aluminum wire cathodes (Fig.2.9(b)). The DCH uses, to minimize multiple scattering, a 80%-20%
gas mixture of Helium and Isobutane, with a tiny amount of water vapor (3000 ppm) added in
order to extend the detector lifetime in presence of high radiation. The mean spatial resolution
for a single cell, obtained from all charged tracks in hadronic events is ∼ 125µm (the design value
being ∼ 140µm), as shown in Fig.2.10(a). The chamber hit timing information is reconstructed
using TDCs, while flash-ADC are used to monitor the shape of pulse signal as function of time;
both information are used to reconstruct the energy deposit inside the cells. The calibration to
find corrections for the gain factor is done by injecting a known amount of charge.

3Cylindrical layers of cells are grouped four at a time into superlayers. The first 16 layers are shown in Fig.2.9(a).
The plus signs, open circles, filled circles and crosses denote sense wires, field wires, guard wires and clearing wires,
respectively. Lines have been added between field wires to aid in visualization of the cells. The numbers on the right side
give the stereo angles ( mrad) of sense wires in each layer. A 1 mm thick beryllium inner cylinder is shown inside the first
layer.
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Figure 2.9: (a) Drift cell configuration of DCH. (b) Isochronal curves for layers 3 and 4 of an axial
super-layer are shown: almost round near by the sense wires, they are highly distorted near by
field wires.

The pT resolution is directly related to the resolution of the curvature of the track, and it is well
represented by the following linear function (Fig.2.10(b)):

σpT

pT
= (0.13± 0.01)%× pT ( GeV) + (0.45± 0.03)% (2.1)

The dE/dx resolution is computed comparing the measured dE/dx with the expected value for
Bhabha electrons. Fig.2.11(a) shows the distribution of (dE/dxmeas − dE/dxexp) /dE/dxexp from
which we obtain the mean dE/dx resolution to be 7.5 %, while Fig.2.11(b) shows the distribution
of the reconstructed and corrected dE/dx from DCH as function of track momenta, with Bethe-
Block curves superimposed for individual particle species.
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Figure 2.10: (a) DCH single hit resolution. (b) DCH pT resolution determined from cosmic rays.
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Figure 2.11: (a) DCH dE/dx resolution for Bhabha electrons. (b) DCH dE/dx as a function of track
momentum.

2.6 Čerenkov light detector

In BABAR the particle discrimination between π and K is mainly performed by a detector named
DIRC (Detector of Internally Reflected Čerenkov light). The particle identification is based on
the measurements of the Čerenkov light produced in quartz. Fig.2.12 show the schematic 3-D
view of the DIRC. This detector is placed outside the DCH and before the EMC and it is designed
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Figure 2.13: (a) Schematics of the DIRC fused silica radiator bar and imaging region. (b) Number
of detected photoelectrons versus track polar angle for reconstructed di-muon events in data and
simulation.

to be thin and uniform in term of radiation length in order to minimize the effects on particles
that cross it, therefore allowing to minimize the volume and energy resolution of the EMC. The
angular coverage of DIRC is −0.84 < cos θlab < 0.90, which corresponds to the 87% of the solid
angle in the center of mass system. A non-conventional feature of the DIRC is the usage of quartz
bars both as light radiator and light guide. The DIRC is composed by a matrix of 144 quartz
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bars, placed on a polygon of 12 sides. Each bar is ∼ 17 mm thick, ∼ 35 mm large and 4.9 m
long (in the direction of z axis). The index of refraction of the quartz bars is n = 1.473, which
correspond to a photon Čerenkov angle cos θc = 1/βn. Charged particles traversing quartz bars
above the momentum threshold emit Čerenkov radiation which is transported by total reflection
(which preserves angle information) inside the bars to a 10752 photo-multipliers matrix placed
outside the BABAR magnet return joke, in a region where the magnetic filed is low. The photo-
multipliers are placed on a semi-toroidal water tank with an inner radius of 1.2 m and an outer
of 3 m. In Fig.2.13(a) a schematic view of the DIRC geometry and of the process of reflection ,
transmission and detection of the emitted Čerenkov radiation. The angle θc is obtained matching

∆ θC,γ   (mrad)

en
tri

es
 p

er
 m

ra
d

B AB A R

0

500

1000

1500

2000

x 10 3

-100 -50 0 50 100
∆ tγ   (nsec)

en
tri

es
 p

er
 0

.2
ns

ec

B AB A R

0

500

1000

1500

2000

x 10 3

-5 0 5

(a) (b)

Figure 2.14: (a) Single photon resolution of reconstructed Čerenkov angle. (b) Time distance
between measured and expected arrival time.
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the particle direction obtained by the tracking system and the position of the PMTs that are de-
tecting Čerenkov photons. The information carried by this angle are of fundamental interest for
particle identification and in particular for the distinction between charged π and K. The angular
resolution for a single photon is ∼ 10.2 mrad (Fig.2.14(a)), while the average resolution over the
30 mean photons per track (as shown in Fig.2.13(b)) is reduced at ∼ 2.8 mrad. The discrimination
between π and K due to the separation between the corresponding Čerenkov angles is greater
then 3 standard deviation at about 3 GeV, as shown in Fig.2.15, and higher for lower momenta.
Due to the fact that the photons inside the quartz are totally reflected, the association between
phototube hits and single track can have more than one solution. These possible ambiguities are
solved by measuring the time difference between the hits in phototubes and the expected arrival
time of each track with a precision of 1.7 ns (Fig.2.14(b)), which allows to estimate the propaga-
tion time for a given Čerenkov angle, and therefore to reduce the background from uncorrelated
photons.

2.7 Electromagnetic calorimeter (EMC)

The electromagnetic calorimeter (EMC) is designed to detect photons and electrons with high ef-
ficiency in the energy range from 20 MeV to 4 GeV and it provides electron-hadron separation.
This energy interval allows to reconstruct low energy π0 and η particles coming from B decays
and other photons and electrons coming from electromagnetic or weak decays. The EMC con-

x

y

z

Figure 2.16: The crystal geometry of the Electromagnetic Calorimeter.

sists of 6580 CsI Thallium activated crystal. Each crystal is a truncated trapezoidal pyramid and
ranges from 16 to 17.5 radiation length in thickness. The crystals are arranged in a semi-projective
barrel structure (inner radius of 90 cm) pointing to the interaction point as shown in Fig.2.16, the
structure is divided in 48 θ rows by 120 crystals in azimuth (φ). The forward end is closed by a
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Figure 2.17: (a) Energy resolution versus energy photon for different calibrations. (b) Angular
resolution versus energy photon.

separated structure from the barrel composed by 9 crystal rings. The crystals have typical front
and backward dimensions of ∼ 5cm × 5cm and ∼ 6cm × 6cm respectively. Scintillation light is
detected by two photodiodes of 2 cm2 placed on the outer face of the crystal. The covered region
of the EMC is −0.78 < θlab < 0.96. Various calibration systems have been developed for the EMC:
1) a charge pulse is directly injected into the amplifier bound to the photodiodes; 2) light pulses
are injected in the backward region of the crystal (fiber optic/xenon pulser); and 3) a radioactive liq-
uid that emits 6 MeV photons in each crystal circulates in a dedicated circuit. Data samples of π0

mesons, radiative (and not) Bhabha, µ+µ− and γγ events can be also used for the EMC calibration.
The designed energy resolution for EMC is given by:

σ(E)

E( GeV)
=

σ1

(E( GeV))
1/4

+ σ2 (2.2)

where the expected σ1 ∼ 1% and σ2 ∼ 1.2% result to be higher when fitting the results from
different methods of calibration as shown in Fig.2.17(a), in fact they result to be: σ1 = (2.32 ±
0.03)% and σ2 = (1.85 ± 0.07)%. These differences come from cross talk effects on the electronic
readout. As it is possible to see from Fig.2.17(a), the energy resolution ranges between 2% and
6%. The designed angular resolution is:

σθ,φ

E( GeV)
=

σ1
√

E( GeV)
+ σ2 (2.3)

ranging between 3 and 10 mrad (Fig.2.17(b)).

Electron-hadron separation is accomplished by using the shower energy, its lateral moments
and the incident track parameters. The comparison of shower energy and incident momentum
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Figure 2.18: The electron efficiency and pion mis-identification rate for different momenta.

(E/p) is the most significant separation variable. Figure 2.18 shows the electron efficiency and
pion misidentification rate for different momenta using two different selection algorithms which
incorporate EMC and DCH information. The efficiency of electron identification is measured
using electrons from radiative Bhabhas and γγ → e+e− events. The pion misidentification proba-
bility is measured in three prong τ decays. The very tight selector has an efficiency of 90.8% with
an average pion misidentification of 0.2%. The electron-hadron separation power meets design
expectations.

2.8 Muon detector (IFR)

The IFR (Instrumented Flux Return) has the function of muon an neutral hadron (mainly K0
L)

identification. The detector is obtained instrumenting the gaps of the iron yoke for the magnet
flux return with particle detectors. Also the two endcaps that close the magnetic circuit are
instrumented. In Fig.2.19 we show the barrel and the two endcaps. The IFR is the outermost
detector of BABAR . Until summer 2004 the entire IFR was instrumented with Resistive Plate
Chambers (RPC) [28]. Due to decreasing efficiencies of the RPCs various improvements were
implemented. The RPCs in the forward endcap, which is the region with the highest machine
background, were replaced with new RPCs in summer 2001, while in summer 2004 two sextants
of the barrel were replaced with Limited Streamer Tubes (LST). The remaining four sextants will
be replaced in early 2006. The LST project will be treated in more detail in Chapter 3. In the
following, we will describe the four barrel sextants instrumented with RPCs.
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Figure 2.19: IFR view.

The iron barrel surrounds the solenoid and it is made of 6 sectors, named sextants. The
barrel is 3.750 m long along the z axis and covers the radial distance between 1.820 m and
3.045 m. The two endcaps cover the forward and backward region. The four sextants of the
IFR instrumented with RPCs consist of 19 active layers, each layer is composed by three RPCs
which cover whole its surface. The two endcaps have an hexagonal shape and they are vertically
subdivided in two halves in order to allow access to inner subsystems. The iron plates have
a thickness ranging from 2 cm, for the inner ones, to 10 cm for the outermost ones; the iron
has a thickness of ≥ 65 cm in total, corresponding to ∼ 4 interaction lengths inside the barrel,
and ≥ 60 cm in the endcaps. The segmentation of the iron is designed in order to have a good
distinction between muons, which should cross about all layers, and pions of similar energies,
which should stop before. The original K0

L detection capability of the IFR resulted in a fine iron
segmentation, which has been changed with the new LST layout. For a detailed description of
the segmentation of the iron see Chap.3. Two cylindrical RPC layers have also been installed
between EMC and the magnet cryostat in order to detect particles exiting the EMC, to increase
the K0

L efficiency. Cylindrical layers are subdivided in four sectors, each one covering one fourth
of the circumference and has four RPC groups with orthogonal readout strips. u − v helicoidal
strips are placed inside along the module diagonal while φ and z parallel strips are placed outside.

RPCs detect streamers from ionizing particles via capacitive readout strips. They offer the
advantage of simple and low cost construction. Further benefits are large signals and fast re-
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sponse allowing for simple and robust front end electronics and good time resolution, typically
1-2 ns. The position resolution depends on the segmentation of the readout; few millimeters are
achievable. A cross section of an RPC is shown schematically in figure 2.20. The planar RPCs
consist of two bakelite (phenolic polymer) sheets, 2 mm thick and separated by a gap of 2 mm.

Figure 2.20: Planar RPC section with HV con-
nection scheme.

The bulk resistivity of the bakelite sheets has been
especially tuned to 1011 − 1012Ωm. The external
surfaces are coated with graphite to achieve a sur-
face resistivity of approximately 100kΩ/�. These
two graphite surfaces are connected to high volt-
age (approximately 8 kV) and ground, and pro-
tected by an insulating mylar film. The bakelite
surfaces facing the gap are treated with linseed oil
to improve performance. The modules are oper-
ated in limited streamer mode and the signals are
read out capacitively, on both sides of the gap, by
external electrodes made of aluminum strips on a
mylar substrate. The gas used in RPC is a mixture
of Argon, Freon and Isobutane with respective fraction of 56.7%, 38.8% and 4.5%.

2.9 Trigger system

The trigger system [24] is designed in order to have high efficiency for the type of events of inter-
est for BABAR and to have a high rejection power of background events. The interesting events for
BABAR are summarized in Tab.2.2. The trigger system has to keep the total rate of events under

Cross Production Level 1
Event section Rate Trigger
type (nb) (Hz) Rate (Hz)
bb 1.05 3.2 3.2
other qq 3.39 10.2 10.1
e+e− ∼40 159 156
µ+µ− 1.16 3.5 3.1
τ+τ− 0.94 2.8 2.4

Table 2.2: Cross sections, production and trigger rates for the principal physics processes at 10.58
GeV for a luminosity of 3 × 1033 cm−2s−1. The e+e− cross section refers to events with either the
e+, e−, or both inside the EMC detection volume.

1 kHz. At design luminosity, the beam-induced background rates are typically about 20 kHz. In
order to monitor continuously the efficiency, performances and background rejection of the trig-
ger, prescaled samples of special events are selected, such as those failing the trigger selection and



2.9 Trigger system 41

random beam crossings.
The total trigger efficiency is required to exceed 99% for all BB events and al least 95% for con-
tinuum events. The efficiency for other events like τ+τ− is in the range 90%-95%. Other require-
ments for the trigger system is that it has to be robust and it has to be able to operate also with
dead electronics channels; moreover, its contribution to the dead time for data acquisition has not
to exceed 1%.
The trigger system is composed by two levels: the Level 1 (L1) which is an hardware trigger and
the Level 3 (L3) which is a software trigger. The output of L1 is set at about 1 kHz and it is sent to
L3 which performs a first selection of the category of events, in order to monitor the luminosity,
diagnostic and calibration. At designed luminosity the L3 filter acceptance for physics events is
about 90 Hz, while it is about 30 Hz for special types of events. See Fig.4.3 for muon identification
and hadron misidentification probability.

2.9.1 Level 1 Trigger

The L1 trigger decision is based on charged tracks in the DCH above a preset transverse momen-
tum, showers in the EMC, and tracks detected in the IFR. The drift chamber trigger (DCT) and
electromagnetic calorimeter trigger (EMT) both satisfy all trigger requirements independently
with high efficiency, and thereby provide a high degree of redundancy, which enables the mea-
surement of trigger efficiency. The instrumented flux return trigger (IFT) is used for triggering
µ+µ− and cosmic rays, mostly for diagnostic purposes.

The L1 trigger configuration consists of DCT-only, EMT-only, mixed and prescaled triggers.
Although most triggers target a specific physics source, they often also select other processes. For
example, two-track triggers are not only efficient for Bhabha, µ+µ−, and τ+τ− events, but are
also useful for selecting jet-like hadronic events and some rare B decays. Although triggering on
generic BB events is relatively easy, it is essential to ensure high efficiencies for the important
rare low-multiplicity B decays. A direct study of efficiencies demonstrated that the DCT and
the combined EMT/IFT provide fully efficient, independent triggers for most physics processes,
although independent triggers for µ+µ− and τ+τ− are not individually fully efficient.

For a typical L1 rate of 1 kHz, Bhabha and annihilation physics events contribute ∼170 Hz.
There are also 100 Hz of cosmic ray and 20 Hz of random beam crossing triggers. The remaining
triggers are due to lost particles interacting with the beam pipe, the synchrotron radiation and
two-beam background.

2.9.2 Level 3 Trigger

The L3 trigger software comprises event reconstruction and classification, a set of event selection
filters, and monitoring. The filters have access to the complete event data for making their deci-
sion, including the output of the L1 trigger. L3 operates by refining and augmenting the selection
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Event type Rate (Hz)
Hadrons, ττ , and µµ 16
Other QED, 2-photon events 13
Unidentified Bhabha backgrounds 18
Beam-induced backgrounds 26
Total physics accept 73

Calibration Bhabhas (e+e−) 30
γγ, Radiative Bhabhas (e+e−γ) 10
Random triggers and cosmic rays 2
L1,L3 pass through diagnostics 7
Total calibration/diagnostics 49

Table 2.3: Composition of the L3 output at a luminosity of 2.6×1033 cm−2s−1.

methods used in L1. For example, better DCH tracking (vertex resolution) and EMC cluster-
ing filters allow for greater rejection of beam backgrounds and Bhabha events. High efficiencies
are independently achieved for the DCH and EMC based filters applied to simulated hadronic
events. The comparison between data and Monte Carlo L3 trigger pass fractions for the vari-
ous filters also show good agreement when requiring tracking, and EMC based hadronic event
selections in turn.

For a typical run on the Υ (4S) peak with an average luminosity of 2.6×1033 cm−2s−1, the L3
event composition is tabulated in Tab.2.3. The desired physics events contribute 13% of the total
output while the calibration and diagnostic samples comprise 40%.

2.10 BABAR Computing

The BABAR online computing system comprises the data acquisition chain from the common Front
End Electronics (FEE), through the embedded processors in the data acquisition system and the
L3 trigger, to the logging of event data. It also includes those components required for detector
and data acquisition control and monitoring, immediate data quality monitoring, and online cal-
ibration. In Fig.2.21 we show the scheme of the data acquisition chain. The data acquisition chain
was designed to meet the following basic performance requirements: it must support a L1 trigger
accept rate of up to 2 kHz, with an average event size of ∼32 kbytes and a maximum output (L3
trigger accept) rate of 1 kHz. While performing these functions it should not contribute more than
a time-averaged 3% to deadtime during normal data acquisition.

The online system is also required to be capable of performing data acquisition simultane-
ously on independent partitions —sets of detector system components— to support calibrations
and diagnostics. Following standard practice, the event data acquired by the system are subjected
to monitoring. Such monitoring is configurable by experts and designed to detect anomalies in
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Figure 2.21: Data acquisition schematic diagram.

the detector systems which, if present, are reported to operators for rapid assessment and, if nec-
essary, corrective action.

Environmental conditions of the detector, such as the state of low and high voltage power, the
purity of gas supplies, and the operating conditions of the accelerator, such as beam luminosity
and currents, are measured and recorded in a fashion that permits the association with the event
data logged. Conditions relevant to data quality are monitored for consistency with specified
standards. Operators are alerted if these are not met. Data-taking is inhibited or otherwise flagged
if conditions are incompatible with maintaining the quality of the data.

Operational configurations, calibration results, active software version numbers, and routine
messages and error messages are also recorded. During data analysis or problem diagnosis, these
data help in reconstructing the detailed operating conditions.

2.10.1 System Components

The online computing system is designed as a set of subsystems using elements of a common
software infrastructure running on a dedicated collection of hardware.

The major subsystems are:

• Online Dataflow (ODF)—responsible for communication with and control of the detector
systems’ front-end electronics, and the acquisition and building of event data from them;

• Online Event Processing (OEP)[29]—responsible for processing of complete events, includ-
ing L3 (software) triggering, data quality monitoring, and the final stages of calibrations;

• Logging Manager (LM)—responsible for receiving selected events sent from OEP and writ-
ing them to disk files for use as input to the Online Prompt Reconstruction processing;

• Online Detector Control (ODC)—responsible for the control and monitoring of environmen-
tal conditions of the detector systems;
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• Online Run Control (ORC)—ties together all the other components, and is responsible for
sequencing their operations, interlocking them as appropriate, and providing a graphical
user interface (GUI) for operator control.

The entire system is coded primarily in the C++ language, with some use of Java for graphical
user interfaces. Object-oriented analysis and design techniques have been used throughout. This
has been an important feature, enhancing development speed, maintainability, and extensibility.

2.10.2 Performance

The online system has exceeded its data acquisition performance goals. It is capable of acquiring
colliding beam events, with an average size of 28 kbytes, at a ∼ 2500Hz L1 trigger rate and reduc-
ing this rate in L3 to the required ∼ 1kHz limit. This provides comfortable margins, since under
normal beam conditions the L1 trigger rate is 800–1000 Hz.

The system is capable of logging data at much higher rates; the nominal 200 Hz figure repre-
sents a compromise between data volume and its consequential load on downstream processing
and archival storage, and trigger efficiency for low multiplicity final states. During normal data-
taking, the online system routinely achieves an efficiency of over 98%, taking both data acquisition
livetime and the system overall reliability into account. There are several hardware options for
enhancing ODF capacity. Currently most read out modules (ROM) receive more than one fiber
from the FEE. These fibers could be distributed over more ROMs to add processing power.
Current background projections indicate that fragment level CPU, segment level memory bus
bandwidth, and network event building bandwidth are the most likely bottlenecks for future run-
ning. Increases in the L1 trigger rate or in the background occupancy and complexity of events are
expected to necessitate additional capacity for OEP, principally for L3 triggering. The online farm
machines could be replaced with faster models. More machines could be added, at the expense
of increases in coherent loading on various servers and of additional management complexity.



Chapter 3

The IFR-LST Detector

3.1 The motivation for a new barrel muon detector

Since the initial operations, the barrel muon detector IFR composed by RPC showed a decrease
of efficiency, as it is shown in Fig.3.1, where the efficiency versus time is reported [32]. Different
facts could contribute to the decrease of efficiency. A first problem was the high temperature of
the iron. During initial BABAR operations, the temperature of the iron increased to as much as
34oC, in part due to the lack of cooling for RPC electronics. Inside RPC, the trapped linseed oil
decreased in viscosity and leaked out of the spacer cavities into the active volume of the cham-
ber. This oil under the electrostatic forces formed bridges between the anode and the cathode
planes with a resistance of about 1/40th of the value expected for the fresh linseed oil: as a direct
consequence there was a decreasing of efficiency around these region of the chamber. Although
cooling was installed shortly thereafter, reducing the operating temperature to 24oC, efficiencies
have continued to decline at the rate of approximately 1.2% per month as shown in Fig.3.1. The
RPC continued to show a decrease of the efficiency with an increase of the currents, then also the
HV system could not be efficient as well. Other problems came from gas system and electronic
readout. During the year 2002 a “remediation” 1 procedure was tried in order to recover the ef-
ficiency of the RPC, but it did not give good results. One of the main problems is the fast aging
of the RPC, due to the high particle rate 2, which causes a high accumulated charge in short time.
This fact was also noticed in new RPC installed in the forward endcap in the year 2002, especially
for those in the outer layer (17 and 18) which shown a low decrease of efficiency of about 10%
after a period of 500 days.
To exploit the complete physics program of the BABAR experiment a high efficiency muon detec-

tor is needed. So the collaboration decided to upgrade the barrel IFR detector. Three different
choices were proposed: (1) LST, (2) RPC and (3) Scintillators. After about one year of R&D on

1Remediation was a procedure that allows RPC to draw high current in argon atmosphere with both normal and
reversed voltages.

20.2 − 0.5Hz/cm2 in the barrel and 5 − 20Hz/cm2 in the endcap.
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Figure 3.1: Average efficiency of the barrel RPC chambers as a function of date, in month since
June 1999. Squares (blue) are all RPCs with efficiency grater than 10%, open circles (red) are all
RPCs and full circles (green) are all RPCs with efficiency less than 10%.

prototypes of LST the committee choose the LST as new detector for the IFR barrel. The moti-
vations are that LSTs are conceptually well understood and they have been used in other HEP
experiments showing very good performances and very low mortality [36], while the chemistry
of RPC detector remains poorly understood. The proposal of scintillators requires a lot of R&D
and a high cost.

3.2 Working principles of the LST

The limited streamer tube, also known as Iarocci tube [35], is generally composed by square cells
opened on one side and with the other walls coated with graphite plastic. In some cases all
four sides are present and conductive. The LST used for the IFR upgrade are of the type with
3 conductive walls as shown in Fig.3.2. In the center of the cell there is a wire, connected to a
positive HV, while the conductive walls are at ground. Inside the cells a specific gas mixture flows,
which will be discussed later. The LST works in the region of limited streamer, which means that
the discharge produced by the passage of a charged particle does not propagate along the wire,
but with a particular configuration of voltages and gas mixture the discharge becomes limited
around the zone of the wire reached by first ionization electrons. The region of limited streamer is
situated between the proportional region and the Geiger-Muller region, as shown in Fig.3.3 [30].
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Figure 3.2: Line’s field in a LST coverless.
Radiation Detectors DETECTOR VOLTAGE

Figure 6 Ion Pairs Collected -vs- Applied Voltage

Recombination Region

In the recombination region (Region I), as voltage increases to V1, the pulse height
increases until it reaches a saturation value. At V1, the field strength between the cathode
and anode is sufficient for collection of all ions produced within the detector. At voltages
less than V1, ions move slowly toward the electrodes, and the ions tend to recombine to
form neutral atoms or molecules. In this case, the pulse height is less than it would have
been if all the ions originally formed reached the electrodes. Gas ionization instruments
are, therefore, not operated in this region of response.
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Figure 3.3: Collected charge versus voltage
[30].

The gas mixture must have an high power of ab-
sorption of ultraviolet photons in order to limit
the discharge, then an high fraction of quencher
gas has to be in the mixture. Moreover for safety
reasons the mixture has to be non-flammable,
then generally high fraction of CO2 is used. Var-
ious mixtures have been used in past experi-
ment, for example ZEUS and SLD used a ternary
mixture of CO2/C4H10/Ar with the compositions
(88/9.5/2.5)% and (89/8/3)% [36], respectively.
The signal collected on the wire can be extracted
in order to have information of the two coordi-
nates: the coordinate along the wire and the co-
ordinate orthogonal to the wires. The coordinate
orthogonal to the wires can be read directly from
the wires with an adequate decoupling circuit in
order to decouple HV voltage from the readout system. Another way to readout the coordinate
orthogonal to the wires is to use external strips parallels to the wires: the discharge accumulated
in a restricted region on the wire will induce a positive signal on an external strip near the wire.
This method is mainly used to readout the coordinate along the wires with a system of strips
orthogonal to the wires.

3.3 Proposal of a new muon detector with LST

After extensive detector R&D [37] the LST team [31] confirmed the high reliability of this detector.
This is very important, because the access to the barrel region will continue to be difficult and in
same cases impossible. The idea is to instrument the barrel region with high modularity, in order
to have the chance to replace some modules in case that this operation results necessary. This
modularity can be easily obtained assembling modules of two or three LSTs. Moreover major
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Experiment tubes length (m) mortality comments

ZEUS 3400 10 ≈ 6% - first 2 years
due to short
conditioning

2% - last 7 years
DELPHI 19000 ≤ 4.1 ≈ 1% infant mortality

OPAL 6700 3 ÷ 7.3 6% in 10 years
SLD 10000 1.9 ÷ 8.6 10% in 10 years - for the barrel, low initial

experience and mechanical
problems during
installation.

3% -for the endcaps
(shorter tubes).

MACRO 6000 12 ≈ 0.1% infant mortality of wires,
only 6 wires out of 49536
disconnected per year.
2.9 × 2.7 cm2 cell section

Table 3.1: Summary of LSTs used in past HEP experiments [36].

HEP experiments in recent years used LSTs and the experience with these detectors showed that
LSTs work with high efficiency and reliability over many years. As example we can refer to ZEUS,
LEP, MACRO, CLEO, SLD and PHENIX experiments [36]. In Tab.3.1 we show the mortality ex-
perienced with other HEP experiments.
LST Team studied two different options for the new LSTs: a single-layer of large cell and an alter-
native configuration of a double-layer of smaller cells. As we will describe later the collaboration
chose to use the single layer large cell configuration after a detailed comparison between the two
types.

3.3.1 Single-Layer Large-Cell tube

(a)

(b)

Figure 3.4: (a) The large-cell profile.
(b) The double-layer small-cell design:
two small cell profiles in one large
sleeve.

The single-layer large cell is designed to have cell size of
15 × 17 mm2, as shown in Fig.3.4(a). Two sets of tubes
are needed for the modularity (see section 3.3.4): a set of
tubes with 8 cells and a sets of tubes with 7 cells. In the
first set each pair of cells will be connected at a HV sup-
ply, then each 8-cell tube has 4 independent HV chan-
nels. Also the 7-cell tube has 4 HV channels, but in this
case 3 HV channels supply 3 pairs of cells and the forth
supplies a single cells. The Φ coordinate will be readout
by signals from wires, while Z coordinate will be mea-
sured by a system of external strips.
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3.3.2 Double-Layer Small-Cell tube

In the double-layer small-cell design, two profile are inserted back to back into a single large
sleeve as shown in Fig.3.4(b). Due to the constriction of the gap dimension in the IFR the cells
have to be the dimensions of 8 × 9 mm2. This configuration is designed to be redundant: in
case that one tube fails, the other layer will recover this inefficiency. Adopting a high resistivity
graphite coating the coordinate readout will be given by Φ and Z strips. Clearly this solution
implies to use a more complicated HV system than the single-layer solution.

3.3.3 Comparison between Large and Small cells

In order to compare the two solutions we have to consider various aspects, that we can group in
three categories: performance, cost and schedule.

Performance

Concerning performances we are interested in the more relevant aspects, which are reliability,
efficiency, drift time and occupancy.

Reliability
Usually the mortality of a LST is associated with an increase of the dark current, that leads
to a non recoverable damage. The major causes of this behavior can occur as consequence of
bad regularity of the cell shape, a wrong displacement of the wire along the cell and defects
or non-homogeneous graphite coating, like pinnacles, rough surface and so on. It is clear and
also demonstrated by past experience that when cells are larger the effects coming from the
construction defects listed before are smaller. In fact standard LSTs with 9 × 9 mm2 cells show
a mortality of about 0.5% per year, while, for example, MACRO experiment, which used larger
cells (2.9 × 2.7 cm2), shows a mortality of the order of 0.1%. The large cell is less sensitive
than small cell to small displacements of the wire from the center of the cell, this leads to an
electrostatic design much more favorable. A direct consequence of a misplacement of the wire
could be a reduction of the width of the plateau: in a small cell this reduction is higher than in a
large cell. Another important aspect is the wire holder used in the different two configurations.
In small cell the holders are melted around the wire, while in large cell the holders are bigger
and equipped with plastic clips that guarantee a more reproducible and precise wire position.
Concerning the loss of efficiency coming from the die of one HV channel and considering the
same failure rate, one can calculate that the double-layer configuration would be 2.5 times more
reliable than the large-cell option. But we know that large-cell has a failure rate which is at least
3 to 5 times better than that for small-cell, then we can conclude that the two configurations have
about the same reliability.
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Figure 3.5: Monte Carlo results for inefficiency ver-
sus path length for various cell geometries: 9×9 (•),
15 × 17 (�) and double layer 9 × 8 (+).

Efficiency
The efficiency of different cell configura-
tions have been studied by Monte Carlo
simulation. Three different cell type have
been treated: standard small-cell 9×9 mm2,
small-cell for double layer 9 × 8 mm2 and
large-cell 15 × 17 mm2. The results are
shown in Fig.3.5, where the inefficiency
is plotted as a function of the minimum
track path inside the cell required to gen-
erate sufficient ionization to produce a sig-
nal (≈3 mm are sufficient). Both options
result to have a low inefficiency, and also
the overall efficiency of the detector results
similar.
Drift time and occupancy
The longer drift time (up to ≈300 ns) of the large cell is not expected to cause any significant in-
crease of random coincidences with the first level trigger. The low level of background expected
in barrel IFR (< 2 Hz/cm2) could at least cause an occupancy less than 0.5% in the innermost
layers.

Costs, Schedule and Conclusions

The single-layer large cell option results about 30% cheaper than the double-layer solution and
also the production time for the first option is shorter than for the second one. Both solutions sat-
isfy all requirements for an upgrade, but the last considerations led to the decision of instrument

2 tubes 7 cells

2 tubes 8 cells

3 tubes 8 cells

Figure 3.6: Front view of the three designed
modules of large cell LSTs: 2× 7 cells (top), 2× 8
cells (middle), 3 × 8 cells (bottom).

the IFR with single-layer large-cell LSTs.

3.3.4 LSTs modularity design

Installation procedure, possible substitution of
installed tubes and dimensions of the gaps of
the Barrel IFR require a specific modularity of
the LSTs. In order to achieve the desired mod-
ularity, LSTs have been built of three different
types: 7 and 8 cells, long type (358 cm) and 8
cells, short type (318 cm). Modularity requires
also to assemble the tubes in different mod-
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ules: modules of 2 8-cell short and long LSTs, modules of 2 7-cell LSTs and modules of 3 8-cell
long LSTs have been assembled. Fig.3.6 shows the three kind of modules. Each layer of Barrel IFR
will be instrumented with a specific combination of the modules as shown in Fig.3.7. The layer
18, which is closed by a flux iron bar, need to be instrumented with the modules made by short
LSTs. Tab.3.2 shows the required modules for each layer. In order to replace in total 72 layers
with new detector the total number of LSTs to be produced is 1379: the various types are reported
in Tab.3.3.
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Figure 3.7: Front view of the composition of module array in a sextant: 3 × 8 and 2 × 8 modules
(blue), 2 × 7 modules (red) and brass absorber (yellow).

Layer ] modules ] modules ] modules ] modules
long 2×8-cell long 3×8-cell long 2×7-cell short 2×8-cell

1 2 1 3 0
2 3 1 2 0
3 5 1 0 0
4 5 0 2 0
5 brass × × ×

6 3 1 3 0
7 brass × × ×

8 4 0 4 0
5 brass × × ×

10 8 0 0 0
11 brass × × ×

12 6 1 1 0
13 brass × × ×

14 8 0 1 0
15 brass × × ×

16 8 1 0 0
17 8 0 2 0
18 0 0 0 10

Table 3.2: LSTs modules association to each layers. See section 3.4.1 for a detailed description of
the shown brass absorber configuration.
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Length (cm) Cells Quantity
358 8 972
318 8 150
358 7 257

Table 3.3: Number and kind of LST produced for IFR barrel upgrade.

3.4 Monte Carlo simulation for performance study

Detailed studies concerning the thickness of the absorber in the IFR barrel have been performed
in order to find some possible improvement in the performances of the detector. Here we will
discuss different brass absorber configurations and efficiency for muon detection for the selected
option.

3.4.1 Study of brass absorber configurations

The Barrel IFR must provide a good muon and also K0
L identification, in order to maximize

the efficiency of detection of the decays with K0
L in the final state, such as B0 → J/ψK0

L [32].
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Figure 3.8: Interaction length versus layer
number in old absorber configuration.

This fact required an absorber configuration with
high degree of longitudinal segmentation in first
10 layers of the IFR: between these layers the iron
absorbers is only 2 cm. In order to have also
a good muon identification an extra layer (19th)
was installed, reaching a configuration with a to-
tal of 5.07 λint before layer 19, where the largest
increments in material are within the last few lay-
ers, as shown in Fig.3.8. Since the layer 19 is not
accessible, the replacement of old RPCs with new
detector cannot involve layer 19. Without layer 19, in the barrel region the total amount of mate-
rial before last active layer (18th) is less than 5 interaction length, as shown in Fig.3.8. This value
is at the lower end of what is desirable for a muon ID system at the Υ (4S) energy range, in fact
the majority of muons in IFR range between 4 and 10 λint as shown in Fig.3.9(a). Fig.3.9(b) shows
a GEANT Monte Carlo simulation for muon range as a function of momentum. The muon range
is linearly related to the momentum as can be obtained from Fig.3.9, which gives the following
relation:

L

λint
≈ 5 · |~p|

1 GeV
(3.1)

The replacement of Barrel IFR detector is an opportunity to improve the configuration of the
absorbers. For this purpose three different benchmark designs have been studied, named BD1,
BD2 and BD3. In these designs some of the active detector layers are replaced with brass plate
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(a) (b)

Figure 3.9: (a) Distribution of expected muon range expressed in nuclear interaction lengths, for
muons from inclusive B → Xulν. The red histogram corresponds to muon with momentum
grater than 1 GeV. (b) GEANT Monte Carlo simulation for muon range as a function of momen-
tum. The horizontal blue lines are drawn at 5 and 10 interaction lengths.

Configuration Layers with absorbers Expected λint at 90o

BD1 8,10,12,14,16 5.1
(13 active layers)

BD2 5,7,9,11,13,15 5.3
(12 active layers)

BD3 2,3,4,5,7,9,11,13,15 5.7
(9 active layers)

Table 3.4: Description of the three proposed absorber configurations.

2.2 cm thick. In BD1 the replaced layers are: 8, 10, 12, 14 and 16. In BD2 six absorbers are added
in layers: 5, 7, 9, 11, 13 and 15. In BD3 the configuration has been chosen with 9 layers replaced
by absorbers: in this configuration the K0

L identification is compromised and it does not satisfy
the earthquake requirement. The three different configurations are described in Tab.3.4, while in
Fig.3.10 we compare the three different configurations with the initial configuration. The figure
shows the absorber configurations (Fig.3.10(a)), last hit layer distribution (Fig.3.10(b)), map of the
amount of material versus cos θ (Fig.3.10(c)) and the pion fake rate as a function of efficiency of
muon ID (Fig.3.10(d)). All this study have been obtained with Monte Carlo simulation under the
assumption that all detectors inside IFR have 95% of efficiency.
In order to identify the best solution we look at the simulation results. The BD3 configuration
has the best performance for muon identification, but it compromise the K0

L identification and
it does not satisfy the earthquake requirements, then it is excluded from the possible available
configurations. Both BD1 and BD2 are good designs with a K0

L efficiency of the order of 30%, but
BD2 is the preferred configuration, because it has a better muon identification.
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Figure 3.10: Comparison between the old and the three proposed absorber configuration: (a)
interaction versus number layer; (b) distribution of the last layer reached by the particles; (c)
interaction length versus θ; (d) fake pion rate versus muon efficiency.

3.4.2 Results for µ detection efficiency for IFR barrel with LST in BD2 config-
uration

In order to study the efficiency detection for IFR barrel with LST, the LST geometry have been
implemented in the standard GEANT BABAR simulation and the code reconstruction have been
used to select muons and calculate the detection efficiency as a function of θ in various con-
figurations. The efficiency obtained from LST configuration is compared with that from ideal
RPC configuration. The design of LST configuration is discussed in section 3.4.1. Fig.3.11 [38]
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shows the efficiency for muon detection as a function of θ for LST and compared with ideal RPCs.

Figure 3.11: Muon efficiency versus θ for LST
(•) and for ideal RPC (◦) [38].

The comparison of efficiency versus θ between
long and short tubes shows that the moving back
of the sensitive volume of 5 cm of the tube from
very forward end of the plate lead to a very small
loss of efficiency in this region (around 1 rad).
This suggests that a dead space up to 5 cm in the
forward region of the barrel (needed for LST ser-
vices) should not affect the µ detection efficiency
in a sensible way. Also the efficiency variation
due to the strip multiplicity has been studied. The
strip multiplicity has been changed both in z and
φ view and the cases with only the fired strip on
and with three strips on average for each parti-
cle have been compared and result that the muon
identification shows only a very small depen-
dence with this parameter. Also pion misidenti-
fication results comparable between LSTs and ideal RPCs.

3.5 R&D of LST

About one year before the beginning of the LSTs production various prototypes of LST were pro-
duced by Pol.Hi.Tech. in order to allow us to study these detectors. The extensive R&D [37] was
necessary in order to reach a good knowledge about LST and in order to improve all details of
construction for the production. That means that tests were done to choose the gas mixture, the
working voltages and so on. All observations which came out from tests on prototype were used
to set the quality requirements for the production, requirements that were checked during this
phase by the quality control infrastructure realized by INFN-US people.
A large amount of studies were done on LST prototypes. In this section we will illustrate just
the more important tests done before the production. The first double-layer LST prototypes with
non-standard cells of 9×8 mm2 were used for wire and graphite coating quality studies, wire dis-
placements and in general for detailed issues on construction. Other single-layer LST prototypes
with standard cells of 9× 9 mm2 and single-layer large cell LST prototypes were used for studies
on gas mixture, electric anode-wire field, plateau, aging and source scan tests.
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3.5.1 Graphite coating quality

The firsts double-layer prototypes with non standard cells of 9×8 mm2 produced by Pol.Hi.Tech.
did not show good behavior, it was not possible to obtain good plateau curve, then it was decided
to open the prototype. Opening the prototype it was found that the graphite coating showed
various defects on painting and also the presence of debris was noticed. With this experience LST
collaborations required high quality control on graphite coating on the other prototypes used
for following test. Moreover LST collaboration decided to implement a graphite coating quality
control for each tube during the production, in order to have final LSTs with good graphite
coating.

3.5.2 Anode-wire

The first double-layer prototype with non standard cells of 9 × 8 mm2 produced by Pol.Hi.Tech.
showed bad anode-wire displacement, as shown in Fig.3.12, where the distances between anode-
wire and the bottom of the graphite coating are reported. This bad displacement was due to the
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Figure 3.12: Distances between anode-wire and bottom graphite measured on a first double layer
9 × 8 mm prototype produced by Pol.Hi.Tech..

fact that the first non-standard cell prototypes (9 × 8 mm2) were constructed modifying the stan-
dard profile (9×9 mm2) and also the standard wire holders were modified: the bad manipulation
of this small parts caused the bad displacement. Displacements of the anode-wire cause variation
on the electric field, then changes the LST behavior. In Tab.3.5 we show the variation of the electric
field due to displacements of wire. We can notice that a little displacement of 1 mm causes high
variation of the voltage. Concerning the quality of the wire for the production, it was decided to
make some test on a sample of each spool of wire. The wires used for the production have been
found of good quality.
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Emax (V/m) Emin (V/m) Emean ∆Emean/Emean ∆V (V )
on anode on anode
wire surface wire surface (V=5 kV)

Normal LST 2.001 × 107 1.967 × 107 1.985 × 107 0% 0
9 × 9 mm
Anode wire up 0.5 1.966 × 107 1.93 × 107 1.949 × 107 -1.8% -90
mm from center
Anode wire up 1.0 1.929 × 107 1.89 × 107 1.910 × 107 -3.8% -190
mm from center

Table 3.5: Effects of wire displacements on electric field.

3.5.3 Source scan test

In an assembled LST detector very small defects on graphite coating like small spots or pinnacles
and displacements of the anode wire can be found scanning the cells with a radioactive source
and reading the drawn current during the scan. In zones of graphite without defects we will have
a constant current, while in correspondence of a pinnacle it is possible to have a spike of current.
Also a displacement of the anode wire will be recognized by a variation of current from the mean
value. In Fig.3.19 we show examples of source scan test made on large cell LST. This test has been
implemented in the production.

3.5.4 Gas mixture effects on plateau and efficiency

Various gas mixture have been tested on LST prototypes, in order to check the differences on
plateau curves and on efficiencies. LST collaboration tested four main different gas mixtures of
Ar/C4H10/CO2: 1) (3.5/8/88.5)%, 2) (3.5/9.5/87)%, 3) (9/9/82)% and 4) (9/16/75)%. In Fig.3.13
we show the plateau curves of large cell LST obtained with the four different gas mixtures. We no-
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ticed that the mixture with high fraction of Ar shifts the plateau region at lower voltage. A similar
plateau was obtained for the standard cell (9×9 mm2) with the SLD gas mixture (Ar/C4H10/CO2

(2.5/9.5/88)%). The measurements of plateau was one of the main test during the production.

3.5.5 Aging test

The aging test has the purpose of check the functionality of a LST after the accumulation of high
charge dose greater than the charge that will accumulate on BABAR detector during next years.
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Figure 3.14: Current (left y axis) and integrated charge (right y axis) as a function of time of the
LST under aging test.

In order to simulate in a small period of time a fast aging a LST is exposed at a radioactive
source. We assume an accumulated charge of about 150 pC/track on LST, then the worst expected
dose by the year 2010 is about 100 mC/cm2. With the aging test we have accumulated about 650
mC/cm2, more than six times the expected value, and just a smooth decrease in current appeared,
without any big drop in signals or self-sustaining discharge. After such accumulated dose the
tubes still running smoothly as it is possible to see from Fig.3.14, where we plot the current and
the accumulated dose as a function of time.

3.6 Production of the LST for new barrel IFR

The total number of required LSTs for the Barrel IFR replacement is 1379 (see section 3.6), about
10% more than this number have been produced in order to have spare LSTs. Each produced LST
has been tested with the quality control infrastructure.
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3.6.1 Quality Control during the production

The production of all LSTs was done by Pol.Hi.Tech. in Carsoli (AQ), Italy and it toke several
months between November 2003 and July 2004. The LST collaboration required high quality LSTs
and for this purpose LST peoples developed a quality control system used during the production
[33]. The infrastructure for this system was designed, developed and maintained by LST collab-
oration. The basic feature of this infrastructure was to be very user friendly, in order to allow all
Pol.Hi.Tech. people to use QC stations without complicated training. The software used for the
QC stations was LabView based and the communication between the operator and the computer
was based on the readout of standard EAN-13 barcode.
With quality control system we inspected and tested all LSTs during the production, to reject those
tubes which do not satisfy the QC requirement and also to record all data from quality control in
order to have all useful information available for a classification of tubes useful for final installa-
tion.
The QC protocol requires the following tests:

1. Check of the integrity of all small parts: clips, wire holders, PCB holders and endcaps.

2. Visual inspection of the graphite coating of the profile.

3. Measurements of the resistivity on the bottom and on the walls of the graphite.

4. Record of the wire spool used in the tube.

5. Leakage test of the tube.

6. Conditioning procedure.

7. Measurements of the plateau.

8. Source scan test.

9. Long Term test.

10. Measurements of the capacitance.

The first issue does not need more explanation, then we proceed with a description of the other
quality controls. All quality control stations provide a record of the results of the test which are
stored on a database. This idea has been introduced in order to have a detailed history of each
tube produced. From the results of all tests it is possible to do a classification of each LST, in
order to choose the best LST to be installed in the most critical zone of the IFR. For example it is
preferable to install the best LSTs in layer 18 (the outer layer), which is the most important for
muon ID. Moreover the available history of each LST can be used to understand the causes of a
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possible bad behavior.

Graphite coating inspection

After the painting of the profiles they were visually inspected in order to find rough surface,
small spots, pinnacles and all other kind of defects that it is possible to find on the graphite
coating. The found defects are repaired if necessary, otherwise if a defect appear not dangerous
it is recorded in the database.

Resistivity measurements

Figure 3.15: Machine for resistivity measure-
ments on bottom of the cells.

After the graphite inspection the resistivity mea-
surements on the bottom and on the walls of each
profile are performed. A dedicated automatic
machine (shown in Fig.3.15) has been built in
order to measure the resistivity on the bottom
of the cells every 50 cm. Before every session of
measurements the machine starts with the mea-
surements on a sample of coated kapton and on
a sample of graphite in order to take into account
variation of resistivity due to temperature and
humidity variations. The measurements of the
resistivity on the walls were made by hand with
a dedicated probe and the measured values are
recorded on the database in automatic mode. Also these measurements were done every 50 cm.

Record of the spools

After the resistivity measurements the assembling phase starts. When the anode-wires are
positioned the number of the spool corresponding to each cell is recorded in order to know which
wire has been used for that cell.

Leakage test

After the assembling phase the tube is closed and then a check of possible leakage is performed
putting the tube in a water tank and flowing air inside. This test has no record on database,
because if a leak was found the tube was repaired, then no leak is expected at the end of the
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production.

Conditioning procedure

The assembled tubes without leaks start with the high voltage test. First the LST were condi-
tioned. The conditioning procedure is necessary in order to burn little debris inside the tube
and to eliminate little spots on graphite. The procedure consists of a HV rump up in order
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Figure 3.16: Conditioning procedure:(a) Voltage (blue) and current(red) versus time. (b) Three
examples of current versus time during a conditioning procedure.

to reach the maximum allowed voltage drawing a current less than 250 nA at the end of the
procedure. A successful conditioning starts at 4500 V and end at 5900 V and is divided in
15 steps, each step can be repeated if the behavior of the tube is not so good. After the final
step the tube kept under HV at 5700 V for a couple of days. The total conditioning procedure
need about one week and it was controlled by a dedicated station. In Fig.3.16(a) we report
an example of voltage and current versus time in a conditioning procedure, while Fig.3.16(b)
shows three examples of current versus time during the conditioning procedure on three
LST during the production. It is possible to see that the current decreases during the time: at
the end of the conditioning all impurities inside the tube are burned and the current becomes low.

Plateau measurements

The plateau measurements were done on those tubes that successfully passed the conditioning.
The plateau curve is obtained measuring the counting rate as function of HV, between 4900 V and
5900 V, with steps of 50 V. From the plateau curve we determine the width and the position of



62 The IFR-LST Detector

the flat region and of the knees in order to have a first evaluation of the quality of the tubes. In
Fig.3.17 we report examples of the plateau obtained at Pol.Hi.Tech. during the production.
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Figure 3.17: Examples of plateau curves obtained during production:(a) and (b) show good
plateau; (c) shows a bad plateau; (d) is the distribution of the plateau width, LST in first bin
were rejected.

Source scan test

Figure 3.18: Machine for source scan test.

The tubes showing a good plateau were tested
with a radioactive source in order to find some
defects not detected during previous phases.
From the source scan test we check the pres-
ence of spikes during the scan and the presence
of self-sustained discharges which can indicate a
defect in the tube. In Fig.3.19 we show exam-
ples of different results from source scan test at
Pol.Hi.Tech. during the production with the au-
tomatic machine showed in Fig.3.18. Fig.3.19(a)
shows a good behavior of a tube without prob-
lem. Fig.3.19(b) shows the presence of a spike in
current along the cell, this could be due to the presence of a pinnacle on the graphite coating.
Fig.3.19(c) shows the presence of a self-sustained discharge, in fact the current still high also
without the source. The causes of this effect can be various, for example a very bad surface of
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graphite, or a large displacement of the wire or the presence inside the tube of some impurities
that was not burned during the conditioning.
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Figure 3.19: Example of source scan test during the production: (a) shows a good scan, where it
is possible to see the effect of the wire holder in correspondence of a drop in current. (b) shows
a scan with a spike in current, maybe due to a pinnacle on graphite coating. (c) shows a self-
sustained discharge, in fact the current still high also without source on tube, as it is possible to
see on the left side of the plot after the end of the tube.

Long term test

After the source scan test the tubes have been put in shipping boxes. Before the shipment the
tubes undergo the long term test. The goal of this test is to keep for one month the LST at a
voltage near the end of the plateau, in order to stress the tube. During this month the current
is monitored in order to see if a tube tends to rise the current or if it is working with a constant
current. In Fig.3.20 we show two examples of long term test: (a) shows a successful long term
test characterized by low current during whole month, while (b) shows a failed long term test
characterized by a large increase of the current about at the 15th day, the bad situation was not
recoverable, then tubes like this one were rejected.
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Figure 3.20: Two LSTs under long term test: upper (a) and (b) show current versus time, while
lower (a) and (b) show current distribution during the month of long term test. (a) good LST, (b)
bad LST.

Capacitance measurements

The last operation made on LST before the shipment is the measurements of the capacitance,
whose value is measured also after the shipment to check for possible damages during the sea
freight.

3.7 Installation and performance of the first two sextants

During the BABAR summer shutdown 2004 the RPCs of two sextants of the IFR were replaced by
the new detectors (the upper and the lower one). The LSTs were assembled in modules of two or
three tubes in order to have the best modularity for the installation. Before the installation of the
tubes the Z-strips were installed inside the gaps of the IFR.

3.7.1 Electronic system readout

The electronic system readout was designed and realized in order to avoid the presence of ac-
tive circuits inside the iron of the detector [34]. This design allows easy access to the front end
electronics. The signals for Φ coordinates are extracted from wires with decoupling circuits from
HV system and they are transmitted by cables from the detector inside the iron to the crates
of the front end cards. Also the induced signals on Z-strips plane installed below the LSTs are
transmitted to the crates of front end cards by cables. The front end cards (LST-FE) provide the
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Figure 3.21: Schematic diagram of the Front End Card used for LST readout.

amplification and discrimination of the signals coming from the detector (see Fig.3.21). The front
end cards have the feature of programmable thresholds. The mother board containing the front
end cards is also equipped with an FPGA (Filed Programmable Gate Array) component, which
provides the needed latency and time-windowing for the generation of the hit information. The
FPGA also controls the transmission of the hit information in response to the DAQ-driven read-
out control signals. In Fig.3.21 we report the block scheme of the front end cards, where it is
possible to see the different stages: amplification, discrimination, manipulation of hit information
and transmission.

3.7.2 Tuning of the thresholds
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Figure 3.22: Rate for cosmics signal and noise versus
threshold.

In order to choose the best threshold to op-
timize the signal to noise ratio we looked
at the single rate and noise rate, due to cos-
mics rays as a function of the thresholds.
In Fig.3.22 we report the results obtained
from the threshold scan made after the in-
stallation of the two sextant of LSTs. It ap-
pears clear that the plateau region starts at
600 mV for the signal rate, while the noise
is low up to 300 mV.
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3.7.3 Plateau curves and efficiency

Concerning the performances of the two sextants with LSTs we show in Fig.3.23 typical singles
rate measurements for some LST versus HV values and in Fig.3.24 the efficiency of different layers
as function of HV. From these plots we can see that the performances of LSTs installed are very
good. Up to now (Feb 2005) the two new sextants of the barrel with LSTs have not yet tested
with beam, because an accident happened at SLAC three month ago which causes a delay in the
startup of the new run of the BABAR experiment.

Figure 3.23: Plateau measurements with cosmics of all layers with LSTs.
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Figure 3.24: Efficiency measurements of layers with LSTs (top sextant).
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Chapter 4

Study of the partially reconstructed
D∗−`+ν` decay

In this chapter we will describe the technique developed in order to reconstruct theD∗−`+ν` final
state using only the lepton and the soft pion from the D∗ decay. The detection of the correct pion
in the final state is crucial for this analysis.

4.1 Event reconstruction

The aim of the analysis is to select B0 → D∗−`+ν` decays using the partial reconstruction of the
D∗ on the recoil of a fully reconstructedB. The requirement of a fully reconstructedB will reduce
the selection efficiency, resulting in a higher statistical error, while the systematic errors will be
reduced by the partial reconstruction of the D∗. Reconstructing the D∗ with the soft pion only
means that we do not have to reconstruct the D0, then we do not introduce systematic errors
due, for instance, to the reconstruction of the particles coming from the D0 decay. Therefore
the partial reconstruction of D∗ mesons, in events with one fully reconstructed B, gives higher
statistical error and lower systematic error with respect to the exclusive D∗ reconstruction 1 , but
the statistical error can be decreased as more data will be collected. The exclusive reconstruction
of D∗ mesons gives measurements which are already systematically limited.
One of the variables useful to identify B0 → D∗−`+ν` decays is the squared invariant mass of the
neutrino (M2

ν ) which has to be equal to zero. It can be calculated from pν :

pν = pB − pD∗ − pl (4.1)

where pB is calculated from the 4-momentum of the fully reconstructed B (Breco) and the 4-
momentum of the Υ : pB = pΥ − pB . The lepton 4-momentum is known, while the 4-momentum
of the D∗ is calculated by reconstructing the meson in the D∗ → D0πs decay by using only the

1technique commonly used in previous measurements.
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momentum of the πs . The event reconstruction is based on two main steps: the full reconstruction
of one B and the partial reconstruction of the signal on the recoiling B. The reconstruction of the
lepton and the partial reconstruction ofD∗ by means of the soft pion are the core of the analysis. In
the next two subsections we will describe the full reconstruction of oneB and the lepton selection,
while a dedicated section will follow concerning the partial reconstruction of the D∗.

4.1.1 The fully reconstructed B

The full reconstruction of one B (Breco) is obtained by looking at its hadronic decays [42].
Breco decays are of the type B → DY , where D refers to a charm meson and Y represents a
collection of hadrons with a total charge ±1, composed as follows:

n1π
± + n2K

± + n3K
0
s + n4π

0 (4.2)

where n1 + n2 < 6, n3 < 3 and n4 < 3. Using D− and D∗− (D0 and D
∗0) as seeds for B0

(B+) decays, about 1000 different decay chains are reconstructed. All decay chains are grouped
into 53 categories of decays which are characterized by different signal purity, depending on the
multiplicity and on the composition of the hadrons making up the Y system. In events with more
than one reconstructed B decay, the decay mode with the highest a priori purity is selected. The
total number of modes is given by the sum over the four charm seeds of the product of the number
of decay modes of a given seeds (di) by the number of decay modes of the associated Y system
for this seed (yi):

∑4
i=1 diyi. The decay modes are sorted and accumulated in order of decreasing

purity, then four subsamples differentiated by integrated purity PI of the events are created:

• superblock-1 with decays of P1 > 80%

• superblock-2 with decays of P2 > 50%

• superblock-3 with decays with single mode purity > 10%

• superblock-4 all remaining modes.

The full reconstruction efficiency is 0.3% and 0.5% for B0B0 and B+B− events respectively. The
kinematic consistency of a Breco candidate is checked using two variables, the beam-energy-
substituted mass (mES) and the energy difference (∆E) defined as:

mES =
√

s
4 − ~p2

B (4.3)

∆E = EB −
√

s
2 (4.4)

where
√
s is the total energy in the Υ (4S) center of mass frame, ~pB and EB are respectively the

momentum and energy of the B in the same frame. For correctly reconstructed B decays, the
mES distribution peaks at B meson mass, while ∆E is consistent with zero (∆E = 0 will be
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required within three standard deviations). The number of events characterized by a correctly
reconstructed B and background events from continuum and wrong particle combinations are
extracted performing a fit to the mES distribution with the sum of a Crystal-Ball function for the
peak and an ARGUS function for the background. For a detailed description of the mES fit see
App.B. In the analysis we use all events contained in superblock-3.

4.1.2 Lepton reconstruction

The reconstruction of the lepton coming from the B recoiling against a fully reconstructed B will
be used in order to select the total number of semileptonic events and for the signal selection. The
lepton reconstruction of the BABAR detector is very efficient. Using the Monte Carlo simulation
we find that 98% of the leptons in the acceptance region are reconstructed as good tracks, with the
same efficiency for electrons and muons. The lepton daughter ofB needs to be discriminated from
the leptons coming from the semileptonic decays of secondary particles, like D mesons. A good
discrimination can be obtained by looking at the momentum distribution of the lepton coming
from B compared with other leptons. Fig.4.1(a) shows the momentum distribution for leptons
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Figure 4.1: (a) Center of mass momentum distribution for lepton daughter of B (white area)
and for lepton non-directly coming from B (cross-hatched area). (b) Efficiency for signal leptons
selection (• ε) and rejection of background leptons (◦ R) as a function of the lepton momentum
lower cut.

from aB (white area) and for other leptons (cross-hatched area) in the center of mass frame. From
this plot it is clear that the requirement |~p `

cms| > 1 GeV allows to reject an high fraction of wrong
leptons. In Fig.4.1(b) we report the efficiency for good leptons (• ε) and the rejection factor (◦ R)
for wrong leptons as a function of the lower limit on lepton momentum. Using |~p `

cms| > 1 GeV we
obtain a selection efficiency for good leptons of about 85% and a rejection factor for wrong leptons
of about 90%. In order to select the right lepton in events in which more candidates satisfy the
momentum cut we select the highest momentum lepton. From Monte Carlo simulation we obtain
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that the lepton coming from B has the highest momentum in 98% of the events with more than
one lepton.

4.1.3 Lepton identification

Charged leptons, pions and kaons are identified by building selectors which combine different
particle identification criteria (PID):

• Specific ionization ( dE
dx ) inside the SVT and the DCH;

• Čerenkov angle and number of photons inside the DIRC;

• E
p ratio, where E is the energy released inside the EMC and p is the momentum of the track
associated to the cluster (this method is mainly used for electron identification);

• The path traveled by a given particle inside the iron and its relative cluster multiplicity in
the IFR (mainly used for pion and muon identification).

Different lists of particles can be defined accordingly to the requirements applied by PID se-
lectors: for instance, a tight selection for lepton produces the eMicroT ight or muMicroT ight

lists, for electrons and muons respectively, while a kaon tight selection performed with a neural
network algorithm produces the NNTight list. Tight lists are commonly used when the com-
binatorial background is expected to be high, for instance, in the reconstruction algorithm of B
candidates with high multiplicity modes, and the corresponding loss of efficiency results in a high
gain in purity.

Electron Identification

Electrons are identified using a likelihood-based selector [41], which uses a number of discrimi-
nating variables:

• Ecal/plab, the ratio of Ecal, the energy deposited in the EMC, and plab the momentum in the
laboratory rest frame measured using the tracking system;

• LAT , the lateral shape of the calorimeter deposit defined in eq.4.6;

• ∆Φ, the azimuthal distance between the centroid of the EMC cluster and the impact point
of the track on the EMC;

• Ncry, the number of crystals in the EMC cluster;

• dE/dx, the specific energy loss in the DCH;

• the Čerenkov angle θC and NC , the number of photons measured in the DIRC.
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First, muons are eliminated based on dE/dx and the shower energy relative to the momentum.
For the remaining tracks, likelihood functions are computed assuming the particle is an elec-
tron, pion, kaon, or proton. These likelihood functions are based on probability density functions
that are derived from data control samples of high purity for each discriminating variable. For
hadrons, we take into account the correlations between energy and shower shapes. Using com-
bined likelihood functions

L(ξ) = P (E/p, LAT,∆Φ, dE/dx, θC |ξ)

= PEmc(E/p, LAT,∆Φ|ξ) PDch(dE/dx|ξ) PDRC(θC |ξ)

for the hypotheses ξ ∈ {e, π,K, p}, the fraction

Fe =
feL(e)

∑

ξ fξL(ξ)
, (4.5)

is defined where, for the relative particle fractions, fe : fπ : fK : fp = 1 : 5 : 1 : 0.1 is assumed. A
track is identified as an electron if Fe > 0.95. The lateral shape of the calorimeter deposit (LAT )
is defined as follows:

LAT =

∑N
i=3 Eir

2
i

∑N
i=3 Eir2i +E1r20 +E2r20

(4.6)

whereN is the number of crystals associated to the electromagnetic shower, r0 ∼ 5 cm is the mean
distance between two crystals, Ei is the energy associated in the i-th crystal and ri is the distance
between the center of the shower and the center of the i-th crystal in the plane perpendicular to
the line pointing from the interaction point to the shower center. The electron identification effi-
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Figure 4.2: Electron identification and hadron misidentification probability for the likelihood-
based electron selector as a function of momentum (a) and polar angle (b). Note the different
scales for identification and misidentification on the left and right ordinates, respectively. The
measurements are for luminosity-averaged rates for data taken from year 1999 to 2003.
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ciency has been measured using radiative Bhabha events, as a function of laboratory momentum
plab and polar angle θlab. The misidentification rates for pions, kaons, and protons are extracted
from selected data samples. Pure pions are obtained from kinematically selected K0

S → π+π−

decays and three prong τ± decays. Two-body Λ and D0 decays provide pure samples of protons
and charged kaons. The performance of the likelihood-based electron identification algorithm is
summarized in Fig.4.2, in terms of the electron identification efficiency and the probability that
an hadron is misidentified as an electron.

Muon Identification

The muon selection procedure is as follows:

• tight criteria on tracking are applied: p⊥ > 0.1 GeV, NDch ≥ 12, 0.360 < θlab < 2.37 and
plab > 1.0 GeV

• the energy deposited in the EMC is required to be consistent with a minimum ionizing
particle, 50 MeV < Ecal < 400 MeV;

• the number of IFR layers that have an hit associated to the track (NL) has to be NL ≥ 2.

• the interaction length of material traversed by the track has to be λmeas > 2.2. The num-
ber of interaction lengths expected for a muon of the measured momentum and angle to
traverse the IFR is estimated by extrapolating the track up to the last active layer of the
IFR. This estimate takes into account the RPC efficiencies which are routinely measured and
stored. For the difference ∆λ = λexp − λmeas we require ∆λ < 1.0, for tracks with momen-
tum greater than 1.2 GeV. For track momenta between 0.5 GeV and 1.2 GeV, a variable
limit is placed: ∆λ < [(plab − 0.5)/0.7].

• The continuity of the IFR cluster is defined as Tc = NL

L−F+1 , where L and F are the last
and first layers with hits. This variable is mainly used to reject events in which spurious
hits from machine background, mainly appearing in the forward region, are associated to
a pion cluster: in this case the number of interaction lengths becomes similar to the one
expected for a muon, but the continuity of the track can still discriminate between the fake
muon, Tc ≤ 1, and a true muon penetrating an ideal detector, for which Tc is expected to be
1.0. We thus require Tc > 0.3 for tracks with 0.3 < θlab < 1.0.

• The observed number of hit strips in each RPC layer is used to impose the conditions on the
average number of hits, m̄ < 8, and the standard deviation, σm < 4.

• The strip clusters in the IFR layers are combined to form a track and fit to a third degree
polynomial, with the quality of the fit selected by the condition χ2

fit/DOF < 3. In addition,
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the cluster centroids are compared to the extrapolated charged track, with the requirement
χ2

trk/DOF < 5.

The muon identification efficiency has been measured using µ+µ−(γ) events and two-photon
production of µ+µ− pairs. The misidentification rates for pions, kaons, and protons are extracted
from selected data samples. The performance of the muon identification algorithm is summarized
in Fig.4.3, in terms of the muon identification efficiency and the per track probability that a hadron
is misidentified as a muon. Only tracks in the fiducial volume, i.e. with a polar angle in the range
20.6 < θlab < 135.9◦, are considered. The errors shown are statistical only, the systematic error is
dominated by variations in the performance of the IFR as a function of position and time.
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Figure 4.3: Muon identification and hadron misidentification probability for the tight muon selec-
tor as a function of momentum (a) and polar angle (b). The solid markers indicate the efficiency
in 2000, the empty markers the efficiency in 2001. Note the different scales for identification and
misidentification on the left and right ordinates, respectively.

4.2 Partial reconstruction of D∗ mesons

The partial reconstruction of the D∗ using only soft pion information is based on some approxi-
mations, which can be studied in order to choose the best one. In laboratory frame the soft pion
is produced in a restricted cone around the direction of the D∗. Therefore, it is a good approxi-
mation to consider the soft pion to have the same direction of the D∗. This assumption allows us
to calculate the boost of D∗ in laboratory frame from the measured momentum of the soft pion in
the same frame:

(

Elab
D∗

~plab
D∗

)

=

(

γD∗ γD∗βD∗

γD∗βD∗ γD∗

) (

mD∗

~0

)

(4.7)

βD∗ can be calculated solving one the two equations 4.8 which contain the momentum of the soft
pion in the laboratory frame:

(

Elab
πs

~plab
πs

)

=

(

γD∗ γD∗βD∗

γD∗βD∗ γD∗

) (

E∗
πs

~p∗πs

)

(4.8)



76 Study of the partially reconstructed D∗−`+ν` decay

where E∗
πs

is the energy of soft pion in the D∗ rest frame:

E∗
πs

=
m2

D∗ −m2
D0 +m2

π

2mD∗

= 145 MeV (4.9)

The first equation of 4.8:
Elab

πs
= γD∗E∗

πs
+ γD∗βD∗~p∗πs

(4.10)

has the following two solutions for βD∗ :

β±
D∗ =

Elab
πs

∣

∣~plab
πs

∣

∣ ±E∗
πs

∣

∣~p∗πs

∣

∣

E∗2
πs

+
∣

∣~plab
πs

∣

∣

2 (4.11)

A different approximation can be used assuming ~p∗πs
≈ 0, then we can calculate the boost of D∗

with this simple relation:

γapp
D∗ =

Elab
πs

E∗
πs

(4.12)

From Monte Carlo we know the real boost of D∗, then we can determine which solution gives the
smallest uncertainty. In Fig.4.4 we compare the distributions of the γ factors obtained from the
three calculations.
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Figure 4.4: Distribution of γD∗ : solid line indicates γmc
D∗ , dashed line γreco

D∗ , where reco means the
three different solutions. (a) and (b) comparison between γmc

D∗ and γ+
D∗ , (c) and (d) comparison

between γmc
D∗ and γ−D∗ , (e) and (f) comparison between γmc

D∗ and γapp
D∗ .

From Fig.4.4 the distribution of γapp
D∗ appears more similar to the distribution of γmc

D∗ than the
distribution of the other solutions, but for a better understanding we have to look at the differ-
ences |γmc

D∗ − γreco
D∗ | shown in Fig.4.5. From Fig.4.5(a) it appears that the distribution of

∣

∣γ+
D∗ − γmc

D∗

∣

∣
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∣

∣γmc
D∗ − γ+

D∗

∣

∣ and
∣

∣γmc
D∗ − γ−D∗

∣

∣ respectively.

is narrow than the others, but we can note that this distribution has more tail than the distribution
of |γapp

D∗ − γmc
D∗ |, then in order to understand which is the best calculation we can look at the inte-

gral of the previous distribution as a function of the value of |γreco
D∗ − γmc

D∗ |, showed in Fig.4.5(b)
This function tells us the numbers of events which have |γreco

D∗ − γmc
D∗ | less than a given value.

From the integral we see that for a given value of |γreco
D∗ − γmc

D∗ | we have more events for the ap-
proximate solution than for the positive one.
From the above discussion the best solution seems to be the approximate one, but we have to
stress that γ is needed in order to calculate the invariant mass of the neutrino. In the calculation
of M2

ν we have contributions not only from γ, but also from the reconstruction of the lepton and
the Breco, so we have to compare the M2

ν calculated with the three solutions with the value of M 2
ν

calculated with the real value of γ in order to determine the best approximation. Fig.4.6 shows
four different M2

ν distributions: positive solution (solid line), negative solution (dotted line), ap-
proximate solution (dashed line) and the real value γMC (cross-hatched area).

The distribution of M2
ν calculated with the positive solution of eq.4.11 appears narrower than

the other distributions. A comparison of the
∣

∣M2
νdet −M2

νmc

∣

∣, where M2
νdet is computed with the

three solutions and M2
νmc uses the real boost of D∗ taken from Monte Carlo, is shown in Fig.4.7.

As before we also show the integral of the distributions.

In order to find the best solution to use in the final analysis we look at the fraction of events
which has the minimum values of

∣

∣M2
νdet −M2

νmc

∣

∣ between the three different calculation of
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Figure 4.6: M2
ν distributions for different solutions: positive solution (solid line), negative solution
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M2
νdet. The fraction of events where each solution is closer to the generated values of γ and M 2

ν

are shown in Tab.4.1 and Tab.4.2 respectively.

Solution type Fraction (%) with best γreco
D∗ Fraction (%) with best γreco

D∗

between three solutions between two solutions ±
γ+

D∗ 38.4± 0.7 73.1± 0.9

γ−D∗ 18.4± 0.5 26.9± 0.6
γapp

D∗ 43.3± 0.7

Table 4.1: Fraction of events where the calculated γ is closest to the real one for D∗−`+ν` events,
for the three calculations described in the test.

Solution type Fraction (%) with best M2
νreco Fraction (%) with best M2

νreco

between three solutions between two solutions ±
M2+

νdet 53.1± 0.8 74.7± 0.9

M2−
νdet 18.8± 0.5 25.3± 0.5

M2App
νdet 28.1± 0.6

Table 4.2: Fraction of events where the calculatedM 2
ν is closest to the real one forD∗−`+ν` events,

for the three calculations described in the test.
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∣
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∣

∣
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∫

∣

∣

∣M2
ν ,mc −M2

ν ,reco

∣

∣

∣: solid,
dashed and dotted lines correspond to M 2

ν ,app, M2
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ν ,− respectively.

From the above discussion it appears that the value of γ which gives the value of M 2
ν closest

to the value calculated from Monte Carlo simulation is the positive solution. Therefore we decide
to choose the positive solution for γ in the final analysis.

4.3 Soft pion studies

We need a specific technique in order to distinguish the soft pion coming from D∗ from other
pions in the final state, for example pions from D decays.

4.3.1 Reconstruction efficiency of the soft pion

In order to calculate the reconstruction efficiency for pion tracks coming from D∗ in a
B0 → D∗−`+ν` decay we compare the number of detected pions (reconstructed as good tracks)
with the total number of pions, requiring that all pions are in the geometrical acceptance (0.410 <

θ < 2.54).
We find that the soft pion is not reconstructed in 35% of the events. The reconstruction efficiency is
a function of the pion momentum, in fact as we can see from Fig.4.8(c)(d) the efficiency increases
with increasing momentum. Fig.4.8(a)(b) shows in solid-line the distribution of pcms for all pions
generated in the acceptance region, while the same distribution for the detected pions is shown
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Figure 4.8: Center of mass momentum distribution of πs from (a)D∗−`+ν` events and (b) all pions:
generated momentum (solid line) and detected momentum (dotted line). Detection efficiency as
a function of momentum for πs from (c) D∗−`+ν` and (d) all pions, respectively.

in dashed-line; (a) corresponds to the soft pion in D∗−`+ν` decays, while (b) corresponds to all
pions. The ratio between these distributions is the efficiency versus pcms shown in Fig.4.8(c)(d).
It is clear from this figure that it is hard to reconstruct pions with momentum lower than 80 MeV,
where a non-negligible fraction of signal events is located.

4.3.2 Characterization of πs and other pions

In order to have a discrimination between detected soft pions coming from D∗ in B0 → D∗−`+ν`

decays and background pions we can use two variables: the pion momentum (pcms) in CMS frame
and M2

ν . In Fig.4.9(a) and (b) we compare the distributions of pcms and M2
ν respectively, for the
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detected soft pions coming fromD∗ in aB0 → D∗−`+ν` decays and for background pions; scatter
plots ofM2

ν versus pcms are shown in Fig.4.9(c)(d). Fig.4.10 shows the pion selection efficiency and
the rejection factor for background pions as a function of an upper cut on pcms and as a function
of a lower cut on M2

ν .
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4.4 Optimization of the soft pion selection

As shown in the previous section the cuts on pcms and on M2
ν allow to reject a significant amount

of background pions, but do not allow to select the soft pion from other background pions which
survive the cuts in the same event. There is not an optimal method which can be used in order to
select the best pion with a 100% signal efficiency. We studied 4 different methods using pcms and
M2

ν to select a single candidate pion per event:

• Method 1.1: we choose the charged track with pcms,min, then we apply the cuts on pcms and
M2

ν .

• Method 1.2: we choose the charged track with pcms,min between those tracks that satisfy
cuts on pcms and M2

ν .

• Method 2.1: we choose the charged track with M 2
ν,min (closest to zero), then we apply the

cuts on pcms and M2
ν .

• Method 2.2: we choose the charged track with M 2
ν,min between those tracks that satisfy cuts

on pcms and M2
ν .

In order to compare the four methods, choose the best one and optimize the selection criteria
on pcms and M2

ν we have to study in detail the composition of the selected events, the selection
efficiency for signal events and the background rejection. An useful variable to choose the best
method and the best values for the cuts on pcms and M2

ν is the ratio between the number of
selected signal events and the sum of selected signal and background events:

SB =
NSig

sel
√

NSig
sel +N bkg

sel

(4.13)

the maximum of this variable will correspond to the optimal selection criteria.

Concerning the composition of the selected sample, it can be shown that the four methods are
equivalent. First we divide the signal events in 5 different samples, defined in terms of different
outcomes for the soft pion selection πsel:

1. πs = πsel: the selected pion is the soft pion from D∗ decay; this happens in α1 ≈ 80 − 85%

of the events.

2. a πs is detected, but πs 6= πsel and πsel = π, i.e. the selected pion is a real pion coming from
background (α2 ≈ 1 − 4%)

3. a πs is detected, but πs 6= πsel and πsel 6= π, i.e. is not a pion (α3 ≈ 1 − 3%)

4. a πs is not detected, then πs 6= πsel and πsel = π (α4 ≈ 2 − 10%)
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5. a πs is not detected, then πs 6= πsel and πsel 6= π (α5 ≈ 1 − 5%)
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Figure 4.11: (a) and (b) Selection efficiency for Method 1.1 as a function of cut on pcms for different
values of cut on M2

ν on signal definition 1 and 2 respectively. (c) and (d) Selection efficiency for
Method 1.1 as a function of cut on M 2

ν for different values of cut on pcms on signal definition 1
and 2 respectively.

The coefficients αi indicate the ratio between the correspondent sample i and the total number
of signal events, the range indicated above for each of them is due to different values of the cuts
on pcms and M2

ν . All four methods which select the best pion give about the same fractions αi.
Looking at the composition given above we can define the number of signal events in 2 different
ways: NSig

1 =
∑5

i=1Ni, i.e. all selected signal events regardless of the correctness of the soft pion
selection, andNSig

2 = N1, i.e. the number of signal events with the corrected selected soft pion. In
the final selection we will use the first definition of the signal as we will explain later. Calculating
the signal selection efficiency at different values of the cuts on pcms and M2

ν we obtain a plateau
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at about 50% and 40% for NSig
1 and NSig

2 definitions respectively. Fig.4.11 shows the efficiencies
ε1 and ε2 as a function of pcms and M2

ν for the Method 1.1. No substantial differences appear by
using the other 3 methods. It can be shown that the four Methods are equivalent also concerning
the background rejection with rejection factors varying from 7% to 25%, depending of cuts on
pcms and M2

ν . The ratio SB between number of selected signal events and the square root of the
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Figure 4.12: (a) Ratio SB for signal definition 1 as a function of cut on pcms for different values
of cut on M2

ν , (b) is the enlargement of interested zone of (a). (c) Ratio SB for signal definition 2
as a function of cut on M2

ν for different values of cut on pcms, (d) is the enlargement of interested
zone of (c).

sum of selected signal and background has been computed in two ways, corresponding to the
two different definitions of the signal, NSig

1 and NSig
2 . In Fig.4.12 we plot the ratio as a function

of different values of pcms and M2
ν for the method 1.1; similar results from the other ones can be

obtained. Fig.4.12(a) shows the SB ratio versus the pcms cut for different values of the M2
ν cut. In
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Fig.4.12(b) we report the same plot zoomed in the x axis in order to show that the maximum value
of SB corresponds at pcms ≤ 0.220 GeV. From Fig.4.12(a) it is also possible to see that for signal
definition N1 the SB ratio as a function of cut onM2

ν reaches a plateau afterM 2
ν > −2 GeV 2. This

behavior suggests to use as lower cut on M 2
ν the value -2, but in order to have a confirmation of

this value we can look at the SB ratio for the signal definition N2. Fig.4.12(c) shows the SB ratio
for signal N2 as a function of cut on M2

ν for different values of cut on pcms. Fig.4.12(d) shows the
same plot zoomed in x axis, from which it is possible to see that the SB ratio has maximum value
for M2

ν = −2 GeV 2. Looking at efficiency, rejection and ratio signal/background the 4 Methods
to select the best pion in the event, result equally powerful, but since it is necessary to use data at
low values of M2

ν in order to perform the background subtraction (see Chapter 5) we choose the
Method 1.1, for which the best cuts on pcms and M2

ν result to be:

50 MeV ≤ pcms ≤ 220 MeV (4.14)

M2
ν ≥ −2.0 GeV2 (4.15)



Chapter 5

Determination of B
(

B0 → D∗−`+ν`

)

In the previous chapter we have described the methods for lepton identification and for the partial
D∗−`+ν` reconstruction on the recoil of a fully reconstructed B. In this chapter we will show in
detail how the measurement of the branching ratio B

(

B0 → D∗−`+ν`

)

is performed.

5.1 Formula for the determination of B
(

B0 → D∗−`+ν`
)

In order to cancel systematic effects, we choose to determine experimentally the branching ratio
B

(

B0 → D∗−`+ν`

)

relative to the totalB0 semileptonic branching ratio. Since we are selecting the
number of eventsB0 → D∗−`+ν` whereD∗+ → D0π+, the branching fraction B

(

B0 → D∗−`+ν`

)

will be calculated as:

B
(

B0 → D∗−`+ν`

)

=
B

(

B0 → Xlν
)

B (D∗+ → D0π+)
× ND∗lν

sel

NSL,B0

sel

× 1

εcut
× εBreco,SL

SL

εBreco,SL
sig

(5.1)

The branching ratios B
(

B0 → Xlν
)

= (10.5 ± 0.8)% and B
(

D∗+ → D0π+
)

= (67.7 ± 0.5)% are
taken from PDG [4]. ND∗lν

sel is the selected number of B0 → D∗−`+ν` events with D∗± → D0π±

after the background subtraction and an additional Monte Carlo correction (see section 5.3). NSL
sel

is the number of selected B0 → Xlν events. εcut is the final selection efficiency for signal respect
to the semileptonic selection, while εBreco,SL

SL and εBreco,SL
sig are the product of the Breco and the

semileptonic selection efficiencies on B0 semileptonic events and signal events respectively. The
detailed derivation of the terms described above will be done in the following sections.

5.2 Semileptonic selection

In order to calculate the branching fraction of B0 → D∗−`+ν` by using the above formula 5.1, we
need to determine also the total number of B0 semileptonic decays. This is obtained requiring:

1. P `
cms > 1 GeV.

2. Breco
charge = 0.
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3. correlation between B flavor and lepton charge (B0 − `+ or B0 − `−).

The selected number of events (NSL
sel ) will be the sum of four terms: the number of real B0

semileptonic events (NSL,B0

sel ), the number ofB+ semileptonic events withB+ reconstructed asB0

(NSL,B+
sel ), the number of events coming from B0 decays where the lepton is not the real daughter

of the B0 (NSL,lw
sel ) and the number of events with a fake lepton (NSL,lfake

sel ):

NSL
sel = NSL,B0

sel +NSL,B+
sel +NSL,lw

sel +N
SL,lfake

sel (5.2)

From Monte Carlo we can calculate the correction factor to apply to NSL
sel in order to determine

NSL,B0

sel as follows:

NSL,B0

sel =
NSL

sel

KSL
=

NSL
sel

1 +KB+ +Klw +Klfake
(5.3)

where:

KB+ =
NSL,B+

sel

NSL,B0

sel

= (3.6 ± 0.4)% (5.4)

Klw =
NSL,lw

sel

NSL,B0

sel

= (0.16± 0.02)% (5.5)

Klfake =
N

SL,lfake

sel

NSL,B0

sel

= (6.21± 0.12)% (5.6)

The FactorKSL is calculated from 656.7 fb−1 ofB0B0 and 668.2 fb−1 ofB+B− Monte Carlo events
and results to be:

KSL = 1.100± 0.004(statmc) (5.7)

The number of calculated B0 semileptonic events is comparable within the errors with the true
number from Monte Carlo:

NSL,B0

sel,MC = 96079± 528(statmc) (5.8)

NSL,B0

true = 94666± 397(statmc) (5.9)

(5.10)

When applying this method on 210.5 fb−1 of real data we obtain:

NSL,B0

sel = 21504± 202(statdat) ± 80(statmc) (5.11)

5.3 Signal extraction and background subtraction

Signal events are extracted applying the following requests:

1. Breco
charge = 0.

2. Correlation between B flavor and charge of lepton (B0 − `+ or B0 − `−).
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3. P `
cms > 1 GeV.

4. Correct charge correlation between lepton and soft pion (`+ − π− or `− − π+).

5. If more than one pion is found, choose the one with minimum pπ
cms.

6. 50 MeV ≤ pπ
cms ≤ 220 MeV.

7. M2
ν ≥ −2.0 GeV2.

The cuts 1, 2 and 3 are the same as in the semileptonic selection, while the others are specific for
signal selection. As seen in the previous chapter the selection is not able to reject all background
events, then a background subtraction has to be developed. For this purpose the requests 4
and 7 can be used by reversing them, that means wrong charge correlation between lepton and
soft pion and M2

ν < −5.0 GeV2. The idea is that the background at M 2
ν > −2.0 GeV2 can be

described from wrong sign combinations, whose relative normalization to right sign events
can be determined in a region where there is no signal, namely at M 2

ν < −5.0 GeV2. In the
following sections we will use the notation: Nα,β

sel , where α = RS or WS for right or wrong
charge correlation respectively, while β = 2 or 5 for M 2

ν ≥ −2.0 GeV2 or M2
ν < −5.0 GeV2

respectively. We will see that the background subtraction procedure involves also a small portion
of signal events, then we have to perform a correction for signal events in addition to background
subtraction.

The number of corrected signal events (ND∗lν
sel ) is calculated with the following relation:

ND∗lν
sel =

1

KMC
×

(

NRS,2
sel −NF 5 ×NWS,2

sel −MCcorr

)

(5.12)

see App.A(eq.A.9) for the derivation of this formula. NRS,2
sel and NWS,2

sel are the selected number
of events with right and wrong sign at M2

ν ≥ −2.0 GeV2, respectively. NF 5 is the ratio between
the selected number of events with right and wrong sign at M 2

ν < −5.0 GeV2. MCcorr and
KMC are Monte Carlo corrections which take into account possible discrepancies between
RS/WS samples, and the small fraction of signal events subtracted by the subtraction procedure,
respectively. In order to understand how to subtract the background we have to study the
composition of the selected events, discussed in the next sections.

5.3.1 Sample composition

The selected events are composed by signal and background events which satisfy the selection
cuts, signal events in which the selected pion is not the real soft pion and signal events in which
the D∗+ decays into D+π0 with a background pion reconstructed as soft pion. The background
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events will be of different kinds, therefore different methods have to be involved for the subtrac-
tion. In summary, the selected samples of events are:

1. D∗−`+ν` events with D∗+ → D0π+ and πsel = πs

2. D∗−`+ν` events with D∗+ → D0π+ and πsel = πwrong

3. D∗−`+ν` with D∗+ → D+π0 with a charged pion reconstructed as soft pion

4. Physical background: all semileptonic and non-semileptonic B events

5. Continuum background (cc and uds)

6. Combinatorial background in B decays

The selected events will be the sum of these six samples, but the signal that we have to extract
is the sample 1 (NRS,2

sig(πs)) or alternatively the sum of samples 1 and 2 (NRS,2
sig ). Sample 3 will be

taken into account by Monte Carlo simulation. The continuum and combinatorial backgrounds
are subtracted with a fit in mES, before the physical background subtraction. Other Monte Carlo
corrections will also be introduced.

5.3.2 Continuum and combinatorial backgrounds subtraction

The continuum and combinatorial backgrounds are subtracted by a fit on mES [42]. The mES

distribution, in the range 5.2 ÷ 5.3 GeV, is fitted with a Crystal-Ball function for the signal and
an Argus function for the background (see App.B for the definition of Crystal-Ball and Argus
functions). The contribution of continuum and combinatorial backgrounds under the mES peak
is the area of the fitted Argus function above 5.27 GeV, the area of the Crystal-Ball gives the
number of signal events (see App.B for more details). In Fig.5.1(a), (b) and (c) we plot respectively
themES fit for all generic Monte Carlo events, signal events and physical background events, after
applying signal selection. From Fig.5.1 it is possible to see that the region below 5.27 GeV is more
populated in background events than in signal events, but a non negligible fraction of physical
background events have also anmES distribution similar to the signal above 5.27 GeV. This is the
reason why a method for physical background subtraction has to be performed after the mES fit
as we will describe in next subsection.

5.3.3 Physical background subtraction

The physical background is composed by non-semileptonic B decays and by semileptonic B de-
cays different from the signal. Tab.5.1 shows a list of the Monte Carlo simulated samples. The
contamination from physical background is estimated by normalizing the selected WS events at
M2

ν > −2 with the ratio between RS and WS selected events at M 2
ν < −5, assuming that for

background events the ratio RS/WS would be the same for M 2
ν > −2 and for M2

ν < −5. This
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Figure 5.1: mES fit on generic Monte Carlo. (a) All events, (b) signal events, (c) physical back-
ground events.

assumption is not true for all backgrounds, then corrections have to be applied in order to take
into account this deviation. As described in detail in App.A the number of calculated background
events at M2

ν > −2 can be obtained as:

NRS,2
bkg,calc = NF 5 ×NWS,2

sel +MCcorr (5.13)

where NF 5 = NRS,5
sel /NWS,5

sel and MCcorr =
∑

i,i6=sig(NF 2
i − NF 5)NWS,2

i , with NF 2
i =

NRS,2
i /NWS,2

i , if we use Monte Carlo. On real data MCcorr is expressed by eq.5.14. A total of
14 background samples are generated in generic Monte Carlo and they will be numbered as in-
dicated in Tab.5.1. Concerning this subtraction applied on real data the sum over Monte Carlo
samples needs to be rescaled taking into account the relative luminosities of simulation and data.
In practice, the sum over the first seven samples will be rescaled with the ratio Ldata/LB0

MC and
the sum over the last seven samples will be rescaled with the ratio Ldata/LB+

MC as indicated in the
following equation:

MCdat
corr =

Ldata

LB0

MC

7
∑

i=1

(NF 2
i −NF 5)NWS,2

i +
Ldata

LB+

MC

14
∑

i=8

(NF 2
i −NF 5)NWS,2

i (5.14)
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Type of decay Index for decays Index for decays
from B0 from B+

Non-SL 1 8
Other SL 2 9
D0, D+lν 3 10
D∗0lν 4 11
D∗

2lν 5 12
D1lν 6 13
other Dlν 7 14

Table 5.1: Numbering scheme of background samples studied from generic Monte Carlo. SL
means semileptonic.

In order to evaluate this method for background calculation it is interesting to compare each
single NF 2

i with the overall normalization factor NF 5 (both for MC and data) as plotted in the
upper plot of Fig.5.2(a). This evaluation cannot give us all information concerning the correction,
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Figure 5.2: (a) Study of MCcorr calculated on Monte Carlo. Top plot: relative normalization at
M2

ν > −2, NF 2
i of each background samples. Middle plot: number of events to be corrected

(MCi) for each background samples. Bottom plot: MCi/(N
RS,2
sel − NF 5 ×NWS,2

sel ) of each back-
ground samples. (b) Study of MCdat

corr applied on data. Top plot: MCi of each background sam-
ples. Bottom plot: MCi/(N

RS,2
sel −NF 5

data ×NWS,2
sel ) of each background samples. The indicated

σmc and σdata errors are Monte Carlo and data statistical errors respectively.

in fact it is possible to have an NF 2
i very different from NF 5, but if the number NWS,2

i is very
low, the contribution of this term could be negligible for the final calculation. For this reason it
is more important to look at the contribution of each term MCi = (NF 2

i − NF 5)NWS,2
i to the

final calculation as shown in the middle plot of Fig.5.2(a). From these two plots it is possible
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to see for instance, that NF 2
13 tends to be very high, then the contribution of the MC correction

from sample 13 will be just the number of events NRS,2
13 , in fact for an NF 2

i >> NF 5 the factor
NF 2

i −NF 5 ≈ NF 2
i , then the corresponding MCi

corr ≈ NRS,2
i . In the lower plot of Fig.5.2(a) we

show the ratio MCi/(N
RS,2
sel −NF 5 ×NWS,2

sel ), in order to evaluate each single contribution of the
MC correction in the final calculation. This plot gives us the information concerning the weight of
each background samples. In the upper plot of Fig.5.2(b) we show the MCi calculated with data,
while in the lower plot we show the ratio MCi/(N

RS,2
sel −NF 5 ×NWS,2

sel ) calculated with data. As
explained in App.A in the data calculation we use the value of NF 5

data calculated with data. Each
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single sample gives a contribution that varies between 0% and 4% on Monte Carlo and between
0% and 3% on data. The values of the factor NF 5 and of the total MCcorr for Monte Carlo and
data are:

NF 5
mc = 1.33± 0.04 (5.15)

NF 5
dat = 1.43± 0.11 (5.16)

MCmc
corr = 3176± 478 (5.17)

MCdat
corr = 431± 46(statdat) ± 93(statmc) (5.18)

The differences between the global factor NF 5 and the single NF 2
i can be explained looking

at the differences in the M2
ν distribution for RS and WS for the total of background events and

for each sample. In Fig.5.3 we plot the M 2
ν distributions for the 14 background samples, each

plot shows the distribution of RS (white area) and WS selections (cross-hatched are). Comparing
the plots in Fig.5.3 and the middle plot of Fig.5.2(a) it possible to understand that a background
sample with similarM2

ν distributions (forM2
ν > −2) for RS and WS selections gives a low MCcorr

contribution, while the MCcorr contribution is high for background samples with different M 2
ν

distributions for RS and WS selections. In order to give a low contribution to MCcorr, it is clearly
not enough to have similar distributions for RS and WS selections, but the ratio between RS and
WS at M2

ν > −2 has also to be near to the NF 5 factor. For example sample 1 has similar M 2
ν RS

and WS distributions and the corresponding MCcorr is low compared with the one coming from
sample 2. Contributions to the RS and WS for Monte Carlo correction coming from samples with
few events are not easy to compute from the corresponding M 2

ν distributions, and the associated
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ν distribution of NRS

sel (white area), NF 5 × NWS
sel (shaded area) and MCcorr (cross-

hatched are). (a) on Monte Carlo and (b) on data.
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errors become very high (see sample 11 for example). The values of NRS,2
sel − NF 5 × NWS,2

sel

are 20374 and 4400 respectively in Monte Carlo and data, then the MCcorr gives 16% and 14%
corrections for MC and data, respectively.

The physical background subtraction developed here, applied on Monte Carlo forM 2
ν > −2 is

shown in Fig.5.4(a) where we plot the M 2
ν distribution respectively for NRS

sel (white area), NF 5 ×
NWS

sel (shaded area) and MCcorr (cross-hatched area). In Fig.5.4(b) we plot the same distributions
obtained from data. These M2

ν distributions are obtained requiring mES > 5.27 and subtracting
the M2

ν distribution of the continuum and combinatorial backgrounds below the mES peak 1.

5.3.4 Monte Carlo correction on signal events

As described above some Monte Carlo corrections have to be taken into account for the final cal-
culation of the number of D∗−`+ν` events. The background subtraction described in the previous
section will subtract also the two following samples of events:

1. a fraction of signal events = NF 5 ×NWS,2
sig

2. a fraction of signal events with D∗+ → D+π0 = NF 5 ×NWS,2
sig(D+)

this two fractions cannot be corrected in the background subtraction procedure, because when
going from Monte Carlo to Data a rescaling with luminosity has to be performed. Since this two
samples are related to the branching ratio that we want to measure, they cannot be treated as the
other samples. This correction will be evaluated from Monte Carlo. A correction factor KMC has
to be inserted into the final calculation (see App.A):

KMC =
(

1 −NF 5 ×
(

K
WS/RS,2
sig +K

WS/RS,2
sig(D−)

)

+K
RS/RS,2
sig(D−)

)

(5.19)

where the factors K are computer from Monte Carlo defined as:

K
WS/RS,2
sig =

NWS,2
sig

NRS,2
sig

= 0.123± 0.003 (5.20)

K
WS/RS,2
D−/sig =

NWS,2
D−

NRS,2
sig

= 0.051± 0.002 (5.21)

K
RS/RS,2
D−/sig =

NRS,2
D−

NRS,2
sig

= 0.084± 0.003 (5.22)

1The M2
ν distribution for continuum and combinatorial backgrounds events below the mES peak fitted with mES fit

is obtained rescaling with this number the M2
ν distribution for those events at mES < 5.25. Since we can access the M2

ν

shape of these background events only at low values on mES, this procedure implies that the shape of M2
ν distribution

for continuum and combinatorial background events is the same for different region of mES.
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where sig means B0 → D∗−`+ν` events with D∗± → D0π± , while ”D−” means B0 → D∗−`+ν`

events with D∗− → D−π0. The values of KMC for Monte Carlo and data are:

KMC
MC = 0.852± 0.009(statmc) (5.23)

Kdat
MC = 0.835± 0.019(statdata) ± 0.006(statmc) (5.24)

The differences between KMC
MC and Kdat

MC is due entirely to the different normalization factors
NF 5

MC and NF 5
dat (see App.A).

If instead of using all signal events which survive the cuts, we want to extract the number of
signal events with the soft pion correctly identified, the correction factor will be:

KMC
sig,πs

=
(

1 +K
πw/πs,RS,2
sig

)

×KMC
sig (5.25)

where Kπw/πs,RS,2
sig is defined in eq.A.16 in App.A.

Using the first definition we find the following values for the number of selected signal events on
Monte Carlo and on data:

NRS,2
sel,MC = 20136± 809(statmc)

(

NRS,2
True,MC = 20877± 174(statmc)

)

(5.26)

NRS,2
sel,data = 4748± 301(statdat) ± 117(statmc) (5.27)

while using the second definition the NRS,2
sel( pss),data is:

NRS,2
sel(πs),data = 4118± 241(statdat) ± 135(statmc) (5.28)

With the corresponding selection efficiencies for NRS,2
sel and NRS,2

sel(πs) from eq.5.30 and eq.5.31 re-
spectively, it easy to see that the ratios NRS,2

sig /εcut and NRS,2
sig(πs)/ε

cut,πs are similar, in fact the ratio
between them is 1. Moreover the error from Monte Carlo with the second correction is 3.3%,
whereas without this correction the error decreases at 2.5%. Then in the final calculation the first
definition of signal events (eq.5.27) will be used,

ND∗lν
sel = NRS,2

sel,data (5.29)

5.4 Efficiency calculations

The signal efficiencies for the final and semileptonic selections are calculated from Monte Carlo.
For the final calculation we need to determine three efficiencies:

• εcut (εcut,πs) which is the efficiency of the final signal (signal with correctly identified πs)
selection relative to the semileptonic selection.

• εBreco,SL
sig which is the efficiency of theB reconstruction and semileptonic selection on signal

events.
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• εBreco,SL
SL which is the efficiency of the B reconstruction and semileptonic selection on B0

semileptonic events.

Concerning the efficiencies of the final selection we have two cases: the first one when we select
signal events without requiring that the soft pion in signal event is the correct one (εcut) and the
second case when we correct for that (εcut,πs). The efficiencies εBreco,SL

sig and εBreco,SL
SL should be

very similar, because our signal is a significant fraction (∼ 50%) of all semileptonic decays.

5.4.1 Signal selection efficiency

The signal selection efficiency is the ratio between the number of signal events with the final and
semileptonic selection, as determined from mES fits:

εcut =
NRS,2

sig

NBreco,SL
sig

=
20877± 174

36529± 236
= 0.572± 0.006(statmc) (5.30)

εcut,πs =
NRS,2

sig(πs)

NBreco,SL
sig

=
18122± 149

36529± 236
= 0.496± 0.005(statmc) (5.31)

In the final calculation the first one will be used, but the second one has also been used to check
the consistency of the two results (see section 5.3.4).

5.4.2 Semileptonic selection efficiency

TheB reconstruction and semileptonic selection efficiency on signal is the ratio between the num-
ber of signal events that survive the B reconstruction and the semileptonic selection, and the
number of total generated signal events, which is the product of the total number of generated
B0B0 pairs, the semileptonic branching ratio and theD∗+ → D0π+ branching ratio used in Monte
Carlo:

εBreco,SL
sig =

NBreco,SL
sig

Ngen

B0B
0 × B

(

B0 → D∗−`+ν`

)

× B(D∗+ → D0π+)

=
36529± 236

3.6 × 108 × 0.056× 0.677
= (2.668± 0.017(statmc)) × 10−3

(5.32)

The efficiency of B reconstruction and semileptonic selection on B0 semileptonic events is the
ratio between semileptonic events that survive the B reconstruction and the semileptonic selec-
tion and the total generated number of B0 semileptonic events, which is the product of the total
number of generated B0B0 pairs and the semileptonic branching ratio used in Monte Carlo:

εBreco,SL
SL =

NBreco,SL
SL

Ngen

B0B
0 × B(B → Xlν)

=
94666± 397

3.6× 108 × 0.1061
= (2.470± 0.010(statmc)) × 10−3

(5.33)

As said before these two efficiencies are similar and the ratio εBreco,SL
sig /εBreco,SL

SL is 1.08 ±
0.001(statmc).
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5.5 Systematic uncertainties

The systematic uncertainties for this partial reconstruction analysis are due to:

• σ1: Uncertainties on used branching ratios: B
(

B0 → Xlν
)

and B
(

D∗+ → D0π+
)

.

• σ2: limited Monte Carlo statistics.

• uncertainties coming from MCcorr:

– σ3a: limited knowledge of semileptonic B decays in higher D states B (B → D∗
2lν),

B (B → D1lν) and B (otherB → D∗∗lν).

– σ3b: limited knowledge of other B decays B (B → other).

• σ4: effects on εBreco,SL
sig /εBreco,SL

SL due to the fully reconstructed B.

• σ5: lepton tracking.

• σ6: lepton identification.

• σ7: lepton misidentification.

• σ8: soft πs detection.

• σ9: mES fit.

5.5.1 B (B0 → Xlν) and B (D∗+ → D0π+) (σ1)

The branching ratios B
(

B0 → Xlν
)

and B
(

D∗+ → D0π+
)

taken from PDG [4] with their errors
give the following contribution to systematic errors on final value of branching ratio:

σ1 = 0.42× 10−2 (7.7% on B) (5.34)

where the contribution due to the former process dominates.

5.5.2 Monte Carlo statistics (σ2)

All factors calculated from Monte Carlo used in the final calculations are affected by statistical
errors coming from the limited number of Monte Carlo events, then we treat these uncertainties
as systematic error,

σ2 = 0.16× 10−2 (2.8% on B) (5.35)
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5.5.3 MCcorr (σ3a and σ3b)

The limited knowledge of the branching ratios B (B → D∗
2lν), B (B → D1lν), B (otherB → D∗∗lν)

and B (B → hadrons) is a source of systematics uncertainty, because the simulated fractions of
these events satisfying the final selection are used in MCcorr. Since in Monte Carlo these events
are generated with given branching ratios we have to take into account that these values are
not known with high precision, then we have to look at the variation on branching ratio due to
possible variations on these fractions. For this purpose we distinguish the hadronic modes from
the semileptonic ones.

The semileptonic decays in higher D resonances are generated in Monte Carlo with the fol-
lowing branching ratios:

B (B → D∗
2lν) = 0.0037 (5.36)

B (B → D1lν) = 0.0056 (5.37)

B (otherB → D∗∗lν) = 0.0177 (5.38)

The sum of these three branching ratios B (B → D∗∗lν) = 0.027 is better known, since it is by def-
inition B (B → Xlν)−B (B → Dlν)−B (B → D∗lν), but the single B listed above are not known.
Therefore we evaluate the effect on the final branching ratio by varying each single fraction of
corresponding events while keeping constant the sum of the three Bs. This variation has been
done on the number of events that appear in MCcorr allowing a variation of each single B in the
range between 0 and Btot. In detail, we associate two random values of B at two channels with the
constraints B1 +B2 ≤ Btot then we calculate the third as the difference B3 = Btot − (B1 +B2), and
we iterate on all possible combinations. The systematic error is taken as the RMS of the obtained
distribution of results, shown in Fig.5.5(a). This distribution is asymmetric with a tail at lower B,
because this method allows each single B to vary from 0 to Btot

2.
We take the RMS of the distribution as systematic error:

σ3a = 0.18× 10−2 (3.3% on B) (5.39)

The uncertainty due to the B decays in hadronic final states was determined by the same
method used before, where we allowed a 100% variation on the number of selected hadronic
events in Monte Carlo. The distribution of branching ratios obtained with this variation results
to be flat, as shown in Fig.5.5(b), in the range between 0.05542 and 0.05554 with an RMS of 0.33×

2An associated B = 0 corresponds to a decreasing variation of 100% on both B, while an associated B = Btot corre-
sponds to an increasing variation of 630%, 382% and 53% for B

`

B → D∗

2
lν

´

, B (B → D1lν) and B (otherB → D∗∗lν)
respectively. For the first two branching ratios, the increasing variation is larger then the decreasing variation. This asym-
metry causes an increase of the contribution in relative MCcorr, then the number of signal events decreases, reducing the
calculated branching ratio.
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Figure 5.5: Distribution of the B
(

B0 → D∗−`+ν`

)

obtained from the variation of B (B → D∗
2lν),

B (B → D1lν) and B (otherB → D∗∗lν) in (a), and from the variation of B (B → non-SL) in (b).

10−4, then the associated systematic error is:

σ3b = 0.33× 10−4 (0.06% on B) (5.40)

which gives a negligible contribution to the final systematic uncertainty. This is due to a very low
contamination from hadronic B decays in our final sample.

5.5.4 Effect on efficiency ratio due to the fully reconstructed B (σ4)

The systematic on the efficiency ratio εBreco,SL
sig /εBreco,SL

SL due to the fully reconstructed B is taken
from previous studies [44] in which the same reconstruction technique is used. The associated
systematic error on the efficiency of B reconstruction is 3% [44], then the final systematic uncer-
tainty on branching ratio is:

σ4 = 0.17× 10−2 (3% on B) (5.41)

5.5.5 Lepton tracking (σ5)

A systematic uncertainty of 1.3% [43] associated to the tracking of the lepton has to be applied at
all terms containing a lepton in the B formula. The right technique to estimate this uncertainty
consists in the random killing of lepton tracks with a probability of 1.3%. We allow a random
variation on the number of selected semileptonic events within 1.3%. The final systematic on B
from lepton tracking is the RMS of the B distribution obtained from this method and plotted in
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Figure 5.6: Distribution of B
(

B0 → D∗−`+ν`

)

obtained with random killing of lepton tracks (a),
and with random failing of lepton ID (b).

Fig.5.6(a):
σ5 = 0.43× 10−3 (0.8% on B) (5.42)

5.5.6 Lepton ID (σ6)

The lepton identification has uncertainties of 2% and 3% for electrons and muons respectively
[43]. In order to be conservative we use an uncertainty of 3% for each lepton. The same method
used for the previous systematics has been used for this estimation. The final systematic error
on B from lepton identification is the RMS of the B distribution obtained from this method and
plotted in Fig.5.6(b):

σ6 = 0.11× 10−2 (2.1% on B) (5.43)

5.5.7 Lepton misidentification (σ7)

A systematic error of 15% [43] of the lepton misidentification has to be applied on the Monte
Carlo number of semileptonic events with fake leptons (NSL,lfake

sel ), i.e. a 15% of systematic error
on Klfake. This means a relative error on the number of B0 semileptonic events equal to (15% ×
Klfake)/K

SL = 0.85%. A systematic of 0.85% on the branching ratio means:

σ6 = 0.47× 10−3 (0.8% on B) (5.44)
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5.5.8 Soft pion detection (σ8)
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Figure 5.7: Distribution of B
(

B0 → D∗−`+ν`

)

ob-
tained with random killing of soft pion.

The systematic uncertainty to be associated
to the soft pion reconstruction is due to
two effects [43]: 2.2% of systematic on soft
pion reconstruction efficiency and the un-
certainty on the tracking algorithm which
gives 1.4% effect on the efficiency. The
sum in quadrature of these two systemat-
ics gives a 2.6% uncertainty for each de-
tected soft pion. In order to calculate the
systematic on B due to soft pion detection
we allow a random variation of 2.6% on the
number of events characterized by a soft
pion. The RMS of the distribution of B ob-
tained from this variation gives an uncer-
tainty

σ8 = 0.13× 10−2 (2.3% on B) (5.45)

5.5.9 mES fits (σ9)

The systematics due to the mES fits can be estimated by using a different function to fit the mES

distribution [42]. We repeated the analysis fitting with a Gaussian instead of a Crystal-Ball func-
tion. Since all the fitting parameters are floating in mES fits, we do not have uncertainties related
to their limited knowledge. Fitting the signal with a Gaussian function, we find the following
value for the branching ratio:

BGauss

(

B0 → D∗−`+ν`

)

= (5.54 ± 0.31)% (5.46)

Fig.5.8(a) and (b) show mES fit on RS selected data atM2
ν > −2 obtained by fitting with a Crystal-

Ball and a Gaussian function respectively.
The systematic error on B due to the mES fit is taken as the difference between the nominal fit and
the Gaussian mES fits (|B − BGauss|), which results to be:

σ9 = 0.62× 10−4 (0.11% on B) (5.47)

5.5.10 Total error (σtot)

The total systematic error is the sum in quadrature of each uncertainty listed above:

σsyst = 0.55× 10−2 (9.9% on B) (5.48)
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Figure 5.8: Crystal-Ball (a) and Gaussian (b) mES fit on RS selected data at M2
ν > −2.

which gives a total error:
σtot = 0.65× 10−2 (11.7% on B) (5.49)

In Tab.5.2 we report all statistical and systematic uncertainties computed in this analysis.

Error contribution σB × 10−2 σB

B %
data statistics 0.35 6.3
1. uncertainties on B

(

B0 → Xlν
)

and B
(

D∗+ → D0π+
)

0.42 7.7
2. Monte Carlo statistics 0.16 2.8
3a. unknown B (B → D∗

2lν), B (B → D1lν)
and B (otherB → D∗∗lν) 0.18 3.3

3b. unknown B (B → hadrons) 0.0033 0.06
4. Fully reconstructed B 0.17 3.0
5. Lepton tracking 0.043 0.8
6. Lepton ID 0.11 2.1
7. Lepton misID 0.047 0.8
8. soft pion reconstruction 0.13 2.3
9. mES fit 0.0062 0.11
total systematics 0.55 9.9
total error 0.65 11.7

Table 5.2: Summary of all statistical and systematic errors on the B
(

B0 → D∗−`+ν`

)

measure-
ment.
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5.6 Measured value of B
(

B0 → D∗−`+ν`
)

The value of B
(

B0 → D∗−`+ν`

)

determined in this analysis by using the partial reconstruction of
the D∗ on the recoil of fully reconstructed B0 is:

B
(

B0 → D∗−`+ν`

)

= (5.55± 0.35(statdat) ± 0.55(syst))× 10−2 (5.50)

In Fig.5.9 we compare all existing measurements of B
(

B0 → D∗−`+ν`

)

with the value obtained
in this analysis, which is compatible with the world average.

BaBar(partial reco)

BaBar(excl)

DELPHI(excl)

CLEO

BELLE

DELPHI(partial reco)

OPAL(partial reco)

OPAL(excl)

ALEPH

2 2.5 3 3.5 4 4.5 5 5.5 6 6.5 7

B(B 0→D *- l +ν)%
Figure 5.9: Existing measurements of B

(

B0 → D∗−`+ν`

)

compared with the measurements ob-
tained from this analysis (in red). The world average Bave = 5.33± 0.20 is also indicated with the
central value as a solid line and the error as dashed lines. The measurement of this analysis does
not enter in the average.



Chapter 6

Conclusion and outlook

In this thesis we presented a measurements of the branching ratio B
(

B0 → D∗−`+ν`

)

, where the
signal events have been selected by means of partial reconstruction of the D∗ meson with the
soft pion from the D∗± → D0π± decay, in events where a B meson has been fully reconstructed
in an hadronic decay. Other seven experiments have measured this branching ratio. A previous
BABAR measurement was based on the exclusive reconstruction of D0 mesons from D∗± → D0π±

decays. Since no good agreement appears between the existing measurements and since the
exclusive analysis is systematically dominated by track and D0 reconstruction, we measured this
branching ratio with a different method. The method of the partial reconstruction allows us to
ignore all tracks except the lepton from B0 and the soft pion from D∗. Moreover by applying
the partial reconstruction on the recoil of a fully reconstructed B we have less background
contamination from this second B, thus obtaining a cleaner sample. The full reconstruction of
one B reduces the available statistics, but the accumulated data will increase allowing to improve
the statistical error. The main advantage of this method is to reduce the systematic uncertainties.
The measured value of B

(

B0 → D∗−`+ν`

)

results to be comparable with the world average. In
this thesis the systematics errors have been evaluated in a simple and conservative way.

The method used in this analysis is useful for the extraction of the B
(

B0 → D∗−`+ν`

)

, and
will be used to determine the CKM matrix element |Vcb|. In order to improve the measurement we
plan to evaluate the systematic uncertainties in more detail. For instance we want to extract the
number of signal events from all semileptonic decays B → Xlν and not only from semileptonic
decays of the B0. This will reduce the associated systematic uncertainty from 7.6% to 3%, since
B (B → Xlν) is known better than the B

(

B0 → Xlν
)

. Concerning the Monte Carlo simulation,
more events are now available, thus allowing another reduction of systematic uncertainties due
to Monte Carlo statistics.
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Appendix A

Master formula for signal extraction

A.1 Signal extraction

The physical background in this analysis can be estimated by using the following samples:

1. events at high and low M2
ν : M2

ν ≥ −2.0 GeV2 and M2
ν ≤ −5.0 GeV2

2. events where the lepton and the pion have right-sign (RS) or wrong-sign (WS) charge cor-
relation

The number of RS signal events with M 2
ν ≥ −2 (NRS,2

sig ) will be the difference between selected
events and background events:

NRS,2
sig = NRS,2

sel −NRS,2
bkg (A.1)

where RS, 2 means right-sign sample with M 2
ν > −2. The number of background events can be

expressed as the sum over all RS contributions from background samples, and each RS sample
can be related with the correspondent WS sample as:

NRS,2
bkg =

∑

i,i6=sig

NRS,2
i =

∑

i,i6=sig

NRS,2
i

NWS,2
i

NWS,2
i

=
∑

i,i6=sig

NF 2
i N

WS,2
i

(A.2)

it is clear that the normalization factors NF 2
i = NRS,2

i /NWS,2
i and each contribution NWS,2

i can-
not be extracted by data. However we can extract the total number of WS events that has to
be related to the RS sample with proper normalization without using each single sample. We
can then make the assumption that the following relation is approximately true for background
events:

NF 5 ≡ NRS,5

NWS,5
=

NRS,2

NWS,2
= NF 2 (A.3)

where the index “5” indicates the sample with M 2
ν < −5. This means that we can estimate the

background by normalizing the RS and WS samples on the data at M 2
ν ≤ −5.0. Eq.A.2 can be
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modified as follows:

NRS,2
bkg = NF 5 ×NWS,2

bkg +
∑

i,i6=sig

(NF 2
i −NF 5)NWS,2

i (A.4)

the last term in eq.A.4 is a Monte Carlo correction which takes into account any difference in the
RS/WS normalization between the total sample and its different components. This correction
is zero by definition only if NF 2

i = NF 5 for each i, but this is not true because background is
composed by samples which may or may not peak in M 2

ν , characterized by NF 2
i > NF 5

i and
NF 2

i ≈ NF 5
i respectively, as shown in Fig.A.1. Coming back to eq.A.4 we note that not only
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Figure A.1: M2
ν distribution for RS (white area) and WS (cross-hatched are) for a peaking back-

ground sample in (a) and for a non-peaking background sample in (b).

NRS,2
bkg , but also NWS,2

bkg cannot be extracted directly from data, since:

NWS,2
bkg = NWS,2

sel −NWS,2
sig −NWS,2

D+ (A.5)

We also have to take into account that this definition of background events NWS,2
bkg contains a

number of signal events, e.g. D∗ → D0π+ (NWS,2
sig ) and D∗ → D+π0 (NWS,2

D+ ) where the soft pion
is wrong, that are generated in the Monte Carlo with a branching ratio, which is exactly what
we want to measure from data. The same sample is included in the sum over all background
samples. Since going from Monte Carlo to data we will have to rescale the above correction with
their respective luminosity, as we will show later, we cannot rescale the signal samples which
enter in eq.A.5 as we do with the other backgrounds. In order to understand how we correct for
this contribution we isolate these two signal contributions in the sum of eq.A.4. By using eq.A.5,
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the NRS,2
bkg expressed in eq.A.4 becomes:

NRS,2
bkg = NF 5 ×NWS,2

bkg +NF 5 ×NWS,2
D+

+
∑

i,i6=sig,D+

(NF 2
i −NF 5)NWS,2

i + (NF 2
D+ −NF 5)NWS,2

D+

= NF 5 ×
(

NWS,2
sel −NWS,2

sig −NWS,2
D+

)

+NRS,2
D+

+
∑

i,i6=sig,D+

(NF 2
i −NF 5)NWS,2

i

(A.6)

The sum over background samples gives a contribution of about 10%, as mentioned in Chap.5,
then it is not negligible and we will call it MCcorr:

MCcorr =
∑

i,i6=sig,D+

(NF 2
i −NF 5)NWS,2

i (A.7)

then putting together eq.A.1,A.6 and A.7, NRS,2
sig will be given by the following relation:

NRS,2
sig = NRS,2

sel −NF 5 ×
(

NWS,2
sel −NWS,2

sig −NWS,2
D+

)

−NRS,2
D+ −MCcorr (A.8)

In eq.A.8 there is no way to extract NWS,2
sig , NWS,2

D+ and NRS,2
D+ from data for the reasons given

above, but we can extract them from Monte Carlo: the ratios between them and NRS,2
sig do not

depend by the simulated branching fraction of the signal events. We can then define another MC
correction as KMC and we can use it to relate NRS,2

sig with accessible quantities as follows:

NRS,2
sig =

1

KMC
×

(

NRS,2
sel −NF 5 ×NWS,2

sel −MCcorr

)

(A.9)

where KMC is defined as:

KMC = 1 −NF 5 ×
(

K
WS/RS,2
sig +K

WS/RS,2
D+/sig

)

+K
RS/RS,2
D+/sig (A.10)

and the three Monte Carlo factors are:

K
WS/RS,2
sig =

NWS,2
sig

NRS,2
sig

(A.11)

K
WS/RS,2
D+/sig =

NWS,2
D+

NRS,2
sig

(A.12)

K
RS/RS,2
D+/sig =

NRS,2
D+

NRS,2
sig

(A.13)

As shown in chapter 5 signal events (NRS,2
sig ) are the sum of events with the correct soft pion

πs = πsoft (NRS,2
sig(πs)) and the wrong soft pion πs = πw (NRS,2

sig(πw)):

NRS,2
sig = NRS,2

sig(πs) +NRS,2
sig(πw) (A.14)

In the final calculation of the branching fraction we will use the values of NRS,2
sig and not the value

NRS,2
sig(πs), because the ratios between these number of events and the respective efficiencies are
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the same. In order to confirm this assumption we give also the expression for NRS,2
sig(πs), which is

obtained from eq.A.9 by applying another Monte Carlo correction similar to those used in eq.A.13.
From eq.A.14 we simply express NRS,2

sig as:

NRS,2
sig = NRS,2

sig(πs) ×
(

1 +K
πw/πs,RS,2
sig

)

(A.15)

where the Monte Carlo factor is:

K
πw/πs,RS,2
sig =

NRS,2
sig(πw)

NRS,2
sig(πs)

(A.16)

The number NRS,2
sig(πs) can be extracted by using the following relation:

NRS,2
sig(πs) =

1

KMC
sig(πs)

×
(

NRS,2
sel −NF 5 ×NWS,2

sel −MCcorr

)

(A.17)

where the new factor is:
KMC

sig(πs) =
(

1 +K
πw/πs,RS,2
sig

)

×KMC
sig (A.18)

A.2 From Monte Carlo to Data

When we operate with formula A.9 on Monte Carlo nothing will be changed, but when finally
we will apply it to the data we have to apply some changes. The factors KMC1 and KMC2 remain
unchanged, when going from Monte Carlo to data, because they can be calculated only from the
simulation, while the factor NF 5 will be calculated from data. The term MCcorr will be rescaled
with the luminosity ratio between data and simulation and the same NF 5 determined from data
will be used. In summary, the changes to be applied when going from Monte Carlo to data are:

NF 5
data =

NRS,5
data

NWS,5
data

(A.19)

KMC,data
sig = 1 −NF 5

data ×
(

K
WS/RS,2
sig +K

WS/RS,2
D+/sig

)

+K
RS/RS,2
D+/sig (A.20)

MCdata
corr =

Ldata

LB0

MC

∑

B0bkg

(NF 2
i −NF 5)NWS,2

i

+
Ldata

LB+

MC

∑

B+bkg

(NF 2
i −NF 5)NWS,2

i

(A.21)

NRS,2,data
sig =

1

KMC,data
sig

×
(

NRS,2
sel −NF 5

data ×NWS,2
sel −MCdata

corr

)

(A.22)

The master formula A.9 developed above can be applied at Monte Carlo in order to check the
validity of the method, then eq.A.22 will be used to extract signal events from data.



Appendix B

Fit to the mES variable

The mES variable is used in this analysis and in most of the BABAR analyses, or more generally in
B-factory experiments. This variable is a powerful tool for discriminating, on a statistical level,
combinatorial and continuum background from B candidates. The variable mES is defined as the
energy of the reconstructed B in the center of mass system:

mES =

√

s

4
− ~p2

B (B.1)

where we have substituted the reconstructed energy with
√
s/2, being

√
s the center of mass

energy. The high background rejection obtainable from the mES fit is due to the fact that the mES

resolution is dominated by the center of mass energy resolution, which is very low ≈ 2.7 MeV,
and is independent from the specific B meson decay mode.

The background shape in mES distribution is parametrized using the Argus function [39]:

1

N

dN

dmES
= x×

√

1 − x2 × e−ξ(1−x2) (B.2)

where x = mES/mmax and the shape parameter ξ is determined from a fit. The endpoint
of the Argus curve, mmax(=5.29 GeV), is fixed in the fit, since it depends only on the beam
energy. The Argus function provides a good parametrization of both continuum (cc and uds) and
combinatoric background from bb events.

The signal component is fitted using a Crystal Ball function [40] defined as:

mES > m− σ · a :
1

N

dN

dmES
=

1√
2πσ

· e−
(m/ES−m)2

2σ2

mES < m− σ · a :
1

N

dN

dmES
=

1√
2πσ

·
(n

a

)n

· e−a2

2 · 1
(

(mES−m)
σ + n

a − a
)n

(B.3)

where m is the peak position, σ is the width of the Gaussian distribution, a determines the
crossover point from the Gaussian distribution to the power law tail distribution and n is a
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parameter describing the tail: smaller values generate a longer tail. The tail of this function
accounts for energy losses in the shower of reconstructed π0 mesons, thus the tail of the distribu-
tion depends on the reconstructed B decay mode and in particular on the number of π0 present
in it. The maximum total number of floating parameters in the mES fit is seven: two terms are for
the Argus function, while the remaining five (N , m, σ, n and a) refer to the Crystal Ball function.

By fitting the mES distribution with Argus and Crystal Ball functions we estimate the number
of background events as the area above a threshold in mES, mES = 5.27 GeV, of the Argus func-
tion, while the number of signal events will be the area above the same threshold of the Crystal
Ball function as indicated in Fig.B.1.

Figure B.1: Example of fit of the mES distribution. The green area represents the background to
be subtracted, the peak above the background is the signal.
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quale ormai da anni ci dobbiamo prendere un caffè... prima o poi ci riusciremo; e a Claudia & Jo, anche
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